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A B S T R A C T   

With the development of multi-beam Light Detection and Ranging (LiDAR) sensors, fast and accurate LiDAR- 
based localization has become a crucial issue in robotics and autonomous driving. However, balancing accu
racy and efficiency remains challenging in existing methods. In this paper, we propose a super-fast LiDAR global 
localization approach that can achieve state-of-the-art (SOTA) accuracy with superior efficiency. Our method 
leverages template descriptors to capture structural environments and approximates the vehicle’s position via 
map candidate points. Additionally, we create an offline map database to evenly simulate vehicle orientations. 
We design a loss function to improve localization accuracy. We extensively evaluated the proposed method in 
public KITTI outdoor sequences and self-collected indoor datasets. The experimental results show that our 
approach can run at close to 100 frames per second (FPS) on a single-thread CPU, which is much faster than 
current SOTA methods. Our average absolute translation errors (ATEs) are 0.20m (indoor) and 0.44m (outdoor), 
and the average localization success rates are 93% (indoor) and 90% (outdoor). The average localization success 
rates can exceed 97% in large outdoor scenarios with fine-tuned parameters. The source code will be available in 
https://github.com/ShiPC-AI.   

1. Introduction 

Localization is a crucial competency for autonomous vehicles to 
accomplish high-level tasks. Traditional Global Navigation Satellite 
System (GNSS) (Mendez-Astudillo et al., 2021) suffers from intermittent 
errors, which limits its localization accuracy in canyons, tunnels, and 
flyovers. Inertial Navigation System (INS) (Li et al., 2020) inevitably 
yields drift over a long trajectory. Localization without reliable external 
infrastructures remains a challenging issue. Simultaneous localization 
and mapping (SLAM) (Sofonia et al., 2019) has recently gained sub
stantial interest as computer vision and robotics continue to flourish. A 
SLAM system generally consists of odometry, optimization, loop closure, 
and mapping sub-systems that jointly provide superior performance. 

LiDAR is less sensitive to seasonal changes or illumination shifts 
compared to cameras. Pure LiDAR odometry methods estimate vehicle 
transformations from consecutive scan associations. However, pose 
drifts inevitably accumulate in longer trajectories and loop closure 
detection techniques remain challenging. Fortunately, global localiza
tion allows a long-standing high-definition (HD) map to exist. Vehicle 
transformations within a prebuilt map are directly calculated using scan- 

to-map associations. Global localization can effectively solve the prob
lem of vehicle re-localization. However, it still has the following issues: 
(1) Dense point cloud maps require large memory costs. (2) While 
odometry solutions can provide initial guesses, they are severely 
affected by sparse LiDAR point densities and fast vehicle movements. (3) 
Balancing the accuracy and efficiency of localization is still challenging. 

Our motivation stems from the need for high-speed autonomous 
driving when reliable measurements are available. Our research aims to 
quickly approximate the vehicle’s global transformation using a prebuilt 
map. Fig. 1(b) displays the results of vehicle position estimation in the 
indoor lobby scenario. Our method produces a large number of candi
date points within the prebuilt map. The transformation is refined 
through efficient template similarity calculations between an online 
scan and map databases. The major contributions are as follows: 

• We propose an efficient template descriptor-based global localiza
tion method, which can run at 100 FPS on a single-thread CPU.  

• We propose a lightweight template descriptor with a specific loss 
function to simultaneously guarantee localization efficiency and 
accuracy. 
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• We design a map candidate points generation method and use 
database management to reduce the pressures of map maintenance.  

• We design the experiments with both public and self-collected 
datasets to evaluate our localization performance. 

2. Related work 

2.1. Map-based localization 

We divided map-based localization into three categories based on the 
map types: OpenStreetMap (OSM)-based, Point Cloud Map (PCM)- 
based, and Occupancy Grid Map (OGM)-based. 

2.1.1. OSM-based methods 
OSM (Justiniano et al., 2022) were open-source worldwide maps 

that covered geographical databases including layers of highways, 
railways, water systems, and buildings. Ruchti et al. (2015) created a 
road network from OSM data and classified the environments into road 
and non-road, then used the classification results to weigh the particles 
of a Monte Carlo Localization. Suger and Burgard (2017) presented a 
probabilistic approach to localize a robot in outer-urban environments, 
which deployed the road and trail information from OSM and combined 
semantic terrain information with a particle filter framework. Yan et al. 
(2019) extracted the building and road information from OSM and 
combined a compact 4-bit semantic descriptor with the particle filter 
framework to perform global localization. Cho et al. (2022) generated 
the descriptors by calculating the distance information from the building 
in OSM and LiDAR point cloud. They determine the vehicle’s position by 
comparing these descriptors. However, these methods worked poorly in 
long and straight-road environments because they only used vector 
maps and lacked descriptive 3D features. 

2.1.2. OGM-based methods 
These methods usually divided the environment into multiple grid 

cells (Ye et al., 2022) to describe the feature distribution of free or 
occupied spaces. Guo et al. (2016) introduced model-based feature 
extraction to classify the laser points and described local characteristics 
with each extracted point allocated a specified weight. They used a 
weighted point-based maximum likelihood matching method to match 
the local map and reference OGM. Millane et al. (2019) designed a 
signed distance function (SDF) map that defined high-curvature points 
as keypoints and add SDF values to SIFT descriptors. This method can 

simultaneously capture the local geometry of both free and occupied 
space. An and Kim (2022) extracted the statistical signature of geometric 
and structural features from the 2D Occupancy Grid Maps (OGM) and 
designed a symmetry score to weigh the submap similarities. To sup
press the environmental discretization problem of OGM, Hata et al. 
(2017) integrated the Monte Carlo Localization (MCL) and Gaussian 
Process Occupancy Map (GPOM) to enable more accurate localization in 
urban environments. However, these methods assumed the grid cells 
were independent, thus ignoring the topology information. 

2.1.3. PCM-based methods 
These methods usually built a high-definition (HD) point cloud map 

to provide rich geometric information. Based on the plane-motion 
assumption, Luo et al. (2022) transformed the localization problem 
into a bird-eye-view image matching problem and encoded the normal 
of the point cloud to improve the matching performance. Shi et al. 
(2021) extracted indoor wall segments from the online LiDAR scan and 
prior map and then located the robot through wall matching. Yin et al. 
(2019) proposed a semi-handcrafted feature learning method to trans
form the place recognition problem into a similarity modeling problem. 
Then, they achieve global localization by using a particle filter to fuse 
motion and position information. CT-ICP (Dellenbach et al., 2022) 
parametrized two poses per scan and elastically distorted the LiDAR scan 
to compensate for the motion by performing scan-to-map registration. 
Xu et al. (2022) proposed a Cross-Section Shape Context (CSSC) 
descriptor to simultaneously encodes the elevation and point density, 
then designed a two-stage similarity estimation and Nearest Cluster 
Distance Ratio (NCDR) to improve the place recognition precision. 
Finally, a Selective Generalized Iterative Closest Point (SGICP) was 
developed to improve the localization precision. Additionally, some 
semantic landmarks such as poles (Fan et al., 2021) were exploited in 
localization applications. However, these methods suffered from costly 
map construction and maintenance. 

2.2. Map-free localization 

We mainly divided map-free localization methods into odometry and 
loop closure detection. Odometry methods (de Miguel-Díez et al., 2022) 
estimated consecutive vehicle’s motion using scan matching. LOAM (Ji 
and Singh, 2017) first solved pose estimations using key points selection 
and optimization on the minimization point distance. Recently, deep 
learning techniques (Lv et al., 2022) were exploited to enhance system 

Fig. 1. Pipeline and localization results in the lobby. In (a): The pipeline has three modules: map processing (MP), database management (DM), and transformation 
estimation (TE). In (b): Brown denotes preserved map point cloud. Green denotes map candidate points. Red is the real vehicle position. Blue denotes the computed 
vehicle positions. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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performance. However, they suffered from sample diversity and model 
accuracy. Some fusion techniques (Hastaoğlu et al., 2019) exploited 
Kalman Filter to assist vehicle localization. However, extra calibration 
work and data association algorithms were required. Loop closure 
detection (Cattaneo et al., 2022) judged whether the vehicle visited the 
history positions again. Some global descriptor methods, e.g., M2DP (He 
et al., 2016) and Scan Context (Kim and Kim, 2018) were proposed to 
encode the entire point cloud using a single descriptor. FastLCD (Xiang 
et al., 2021) exploited a comprehensive descriptor and machine learning 
to achieve reliable and precise results for indoor LiDAR mobile mapping. 
SegMatch (Dubé et al., 2017) segmented the point cloud into some 
clusters and employed K-Nearest Neighbors (KNN) retrieval to find 
revisited places. However, these methods are computationally 
inefficient. 

3. Proposed approach 

Fig. 1 is the overview of our global localization pipeline. It has three 
major modules: map processing module, database management, and 
transformation estimation. 

3.1. Template descriptor 

3.1.1. Descriptor parameters 
Fig. 2 shows the space division of the square template descriptor (Γ) 

on the bird-eye-view. We assume that the vehicle’s motion is locally 
planar, and use two height thresholds (Hmin and Hmax) to discard some 
points (ground and ceiling) from the raw LiDAR scan. The descriptor 
parameters only consist of Nb and Lb, where Nb is the number of bins and 
a square descriptor consists of Nb*Nb bins, and Lb is the length of each 
bin. LiDAR-based vehicle localization using square descriptors has been 
tested in Section 4. Descriptors of other shapes can be easily applied in 
our method. Here we only introduce vehicle localization using square 
descriptors. 

3.1.2. Bin encoding 
When generating the square template descriptor, we divide a 3D scan 

into completely separated point clouds on the horizontal plane. Let Pij be 
the set of points in the ith row and jth column square bin. A binary value 
is assigned to each bin as: 

Φ
(
Pij
)
=

{
1,N

(
Pij
)
> 0

0,N
(
Pij
)
= 0 (1) 

where N
(
Pij
)

is the number of points in Pij. Then we build a binary 
matrix as the square template descriptor. 

3.2. Map processing 

Manual or software-assisted offline map construction is very com
mon in autonomous driving applications. We compute the relative 
transformation of consecutive offline scans and register them into the 
point cloud map. Section 4.1 describes the calculation details. As shown 
in Fig. 3, we compute a 3D bounding box of the map and create some 
sampling points with the equidistant distance LM in the horizontal plane 
according to the maximum and minimum coordinates in the XY direc
tion. Then, we discard some points by selecting enclosed areas in the 
point cloud software. Most discarded points lie outside the scene or 

Fig. 2. Space division of the square template descriptor. The LiDAR scan is rendered by height and horizontal spaces are divided into discrete bins.  

Fig. 3. Generating candidate points in the lobby under the top view. Yellow 
points mean the map point cloud. The green and black points are equidistant 
sampling points generated in the horizontal plane according to the maximum 
and minimum coordinates in the XY direction. Black points are discarded and 
green points are the candidate points. We use the segmentation module of point 
cloud software to quickly discard these points by manually drawing closed 
areas. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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inside artificial structures such as pillars, walls, and desks. 

3.3. Database management 

3.3.1. Raster map 
We create a raster map M R for the transformation estimation (Sec

tion 3.4, global evaluation). After removing the ceiling and ground, the 
retained map point cloud is projected into a raster map based on the 
affine transformation: 

Ta =

[
Ra ta
0 0

]

,Ra =

⎡

⎢
⎢
⎣

1
τ 0

0
1
τ

⎤

⎥
⎥
⎦, ta =

⎡

⎢
⎣

0
xm

τ

0
ym

τ

⎤

⎥
⎦ (2) 

where Ta is an affine transformation. xm and ym are minimum co
ordinates of the 2D map and τ is a raster length. Our raster map is binary 
and the occupied raster index is computed as: 

M
R

u,v =

{
u = F R ⊖ kR

v = F R ⊘ kR

(3) 

where u and v mean row and column of the occupied raster, 
respectively. F R is the streaming data and we store it as offline binary 
files. kR = NR is the column capacity of the raster map. ⊖ denotes the 
floor calculation and F R ⊖ kR = floor(F R

kR
). ⊘ denotes the mod calcu

lation and F R ⊘ kR = mod(F R

kR
).

3.3.2. Map template descriptors 
Vehicle transformation generally consists of rotations and trans

lations. The translation is computed from the positions of the candidate 
points. In Fig. 4, we create some descriptors under different rotational 
angles at each candidate point and aggregate them together into the map 
descriptors: 

ΓM =

{

Γi,j, i ∈ Nc, j ∈ Nβ,Nβ =
2π
β

}

(4) 

where ΓM denotes map template descriptors. ΓM
i,j denotes the 

descriptor is created at the ith candidate point under the jth rotational 
angle. Nc is the number of candidate points. β is the rotational angle 
resolution and Nβ is the number of angles. The online descriptor is 
theoretically most similar to that created from the adjacent candidate 
point under the same heading orientation. We use map descriptors to 
cover the possible vehicle positions and orientations within the map. We 
also store the map descriptors as offline files. The index of occupied bins 
in map descriptors is computed by: 

ΓM
q,w,i,j =

⎧
⎪⎪⎨

⎪⎪⎩

q = F Γ ⊖ kP

w = F Γ ⊘ kP ⊖ kO

i = F Γ ⊘ kP ⊘ kO ⊖ kS

j = F Γ ⊘ kP ⊘ kO ⊘ kS

,

⎧
⎨

⎩

kP = NβkO

kO = NbkS

kS = Nb

(5) 

where F Γ is the streaming data and we also store it as offline binary 
files. j, i, w, and q are the indexes of the col, row, angle, and candidate 
point, respectively. 

3.3.3. KD tree building 
We decompose each template into a N2

b × 1 vector h. We rotate 
different angles along the z-axis to create descriptors at each candidate 
point and the map descriptors are reshaped into a huge feature matrix 
H M = [h1, h2,⋯, hm] with N2

b rows and Nc*Nβ columns. The consistency 
checking of the template descriptor is replaced by vector similarity 
computation. Note that the structure components (occupied bins) 
deserve more attention for place description and vehicle localization. 
However, the unoccupied bins cover the majority of the descriptor as we 
use large bins. This unbalanced proportion leads to traditional vector 
similarity metrics, e.g., Euclidean, Manhattan, Hellinger, and Hamming 
Distance seldom work. For this, we present a loss function to refine the 
accuracy of our descriptor vector similarity computation: 

loss(hsrc, hdst) =
∑

i
‖1 − hsrc

i hdst
i ‖2 (6) 

where hsrc and hdst are two template vectors. i is the element index of 
the vector. Each element of the vector is binary. In tree building, both 
hsrc and hdst are map descriptor vectors. In subsequent local evaluation, 
hsrc and hdst are online descriptor vectors and map descriptor vectors, 
respectively. A KD tree with the presented loss function is created in H M 

and the tree structure is stored as offline files as well. 
We predict the vehicle’s positions using map candidate points and 

rotate the map descriptors to simulate heading, which will generate a 
huge offline map database. We use the encoding method in Eq. (3) and 
Eq. (5) to store only the positions of occupied elements in the raster map 
and map descriptors in binary format, which can effectively reduce the 
storage space. In terms of real-time running memory, each element of 
the descriptor only occupies 1 bit, which is very lightweight. The DM 
module manages three major components including a raster map M R , a 
map descriptor matrix H M , and a KD tree Tree. The map databases are 
merely loaded once at the initialization stage of the localization system. 

3.4. Transformation estimation 

This section solves vehicle transformations with the online LiDAR 
scan and offline map databases. Our transformation estimation can be 

Fig. 4. Map descriptors creation. We rotate the map around each candidate point to create its descriptors. The numbers in the left panel indicate the rotation angles.  
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classified into local and global evaluations based on whether a global 
verification is used. Local evaluation dedicates to efficiently locating 
vehicles only using the descriptor similarity computation from the KD 
tree. The global evaluation further verifies the solved transformation via 
map consistency. Note that the above two localization solutions can 
switch alternatively at any time or cooperate at different frequencies. 

3.4.1. Scan processing 
We first remove ground and ceiling using heights once a new online 

point cloud S comes. Then we downsample the remaining point cloud. 
A random sampling procedure is preferable because the primitive data 
memory is compressed without corruption.  

Algorithm 1 Local Evaluation 

Input: KD tree Tree, map descriptor matrix H M , map candidate points P c , angle 
resolution β, neighbor capacity 

Nk, online descriptor vector hS 

Output: Transformation T 
Initialize: Nearest map descriptors Q = {∅}, T = I4*4. 

1: Q ← KNN search (Tree, H M , Nk, hS ) 
2: Update T0 in Eq. (7) for Q 0 

3: Update score1 for T0 in Eq. (8) 
4: If score1 > κ1 then 
5: Return T0 

6: end if  

3.4.2. Local evaluation 
Our local evaluation is described in Algorithm 1. The input includes a 

KD tree, a map descriptor matrix, map candidate points, an online 
descriptor vector, and two preset parameters (neighbor capacities of the 
nearest descriptors and angle resolution). We use the KNN search in map 
descriptors to find the nearest descriptor set Q . Then the transformation 
of the kth candidate descriptor is computed as: 

Tk =

⎡

⎢
⎢
⎣

cosβi sinβi 0 xj
− sinβi cosβi 0 yj

0 0 1 0
0 0 0 1

⎤

⎥
⎥
⎦ (7) 

where k is the index of the nearest map descriptor. j = Q k⊖ Nβ is the 
index of the map candidate point. i = Q k ⊘ Nβ is the index of the rota
tional angle. The computed transformation is then evaluated by: 

score1(k) =
n
(
hS
)
− loss

(
hS ,H

M

k

)

n
(
hS (1)

) (8) 

where score1 is the similarity score between the online and map 
descriptor vector. hS is an online descriptor vector and H M

k is a map 
descriptor vector. n

(
hS
)
= Nb*Nb is the number of descriptor bins. 

n(hS (1)) is the number of occupied bins in the online descriptor. If a 
certain similarity score exceeds the threshold κ1, the local evaluation 
terminates immediately and outputs the transformation. Since the 
number of bins and occupied bins are constant for each online 
descriptor, the transformation derived from the nearest map descriptor 
always achieves the best similarity score. Consequently, we always take 
H

M

Q 0 
as the only candidate descriptor in Algorithm 1. T0 will be taken as 

the final transformation if the similarity score of T0 exceeds κ1. 

3.4.3. Global evaluation 
The global evaluation is described in Algorithm 2 to dispose of the 

low-velocity scenarios and guarantee a success rate of localization in 
low-frequency situations. The global evaluation leverages the occu
pancy ratio of the raster map to verify the computed transformation as: 

score2(k) =
∑

i

M
R

uv

[
TaTkS

′

i

]

n(S
′

)
(9) 

where score2 is the occupancy score between the raster map and the 
online LiDAR scan. S

′

denotes the retained online scan. n() denotes the 

number of points. S
′

i is the ith point. M R

uv[p] means p hits the (u, v) raster 
in the raster map.  

Algorithm 2 Global Evaluation 

Input: Raster map M R , KD tree Tree, map descriptor matrix H M , map candidate 
points P c, angle resolution β, neighbor capacity Nk, online descriptor vector hS 

Output: Transformation T 
Initialize: Nearest map descriptors Q = {∅},T = I4*4. 

1:Q ← KNN search (Tree,H M ,Nk,hS ) 
2: for idx k in Q do 
3: Update Tk in Eq. (7) 
4: Update score1 in Eq. (8) 
5: Update score2 in Eq. (9) 
6: end for 
7:Q

′

← sort Q via score2 in descending order 
8: for idx k′ in Q

′

do 
9: if score1 > κ1, score2 > κ2 then 
10: Return Tk′

11: end if 
12: end for  

Here the occupancy score outperforms the similarity score in evaluating 
localization results. The transformation with a higher occupancy score is 
first evaluated. If the similarity score exceeds κ1 and the occupancy score 
exceeds κ2, the procedure terminates immediately and outputs the 
transformation. The global evaluation aims to compute a transformation 
that optimally matches the online point cloud with the map. 

4. Experiments 

4.1. Datasets and implementation 

Table 1 summarized the dataset details. We collected four indoor 
datasets using a TurtleBot equipped with a RoboSense RS-LiDAR-16. We 
computed the relative transformation using LOAM whose lateral error 
was less than 0.55% and whose angular error was about 0.0016 deg/m. 
We selected a new keyframe every time the robot walked 1 m to build 
the point cloud map. KITTI odometry provided the LiDAR scans acquired 
from a Velodyne HDL64 and a GPS/IMU localization unit with RTK 
correction signals was used to compute the ground truth poses. We 
selected a keyframe every 10 m to stitch the map. The experimental 
datasets include different vehicle speeds, scenario types, data densities, 
and map sampling lengths. Our method was written in C++ language in 
the Ubuntu 20.04LTS system. Experiments were performed on an Intel 
core i9-10850K CPU with a single thread. 

4.2. Parameters analysis 

4.2.1. Candidate point parameters 
As shown in Fig. 5, we conduct the parameter experiments for the 

sampling distance LM of candidate points in the parking garage. The 
localization error is calculated in Eq. (13) and the distance error dc is 
computed as: 

Table 1 
Details of experimental datasets.  

Dataset(/) Type(/) Area(m2) Frames(/) LM (m) Nc(/) 

Lobby 1F 56 × 28 548  0.4 5993 
Corridor 4F 55 × 15 4529  0.3 4375 
Hybrid 1F 60 × 21 1103  0.4 4612 
Garage B1 59 × 40 10,416  0.5 5070 
Sequence 00 outdoor 564 × 496 4541  1.0 23,272 
Sequence 03 outdoor 471 × 199 801  1.0 6329 
Sequence 06 outdoor 23 × 457 1101  1.0 6347 
Sequence 07 outdoor 191 × 209 1101  1.0 6897 
Sequence 09 outdoor 465 × 568 1591  1.0 19,665 
Sequence 10 outdoor 671 × 177 1201  1.0 6833  
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dc =
∑

i
‖

pi − qi,p

ngt
‖2 (10) 

where i is the scan index. p is the vehicle position and q is the 

candidate point closest to the vehicle position. ngt is the number of scans. 
The distance error quantifies the average minimum distance between 
the candidate points and the vehicle’s position, and the localization 
error represents the deviation between the vehicle’s position and the 

Fig. 5. Parameter experiments of candidate points in the parking garage. In (a): the red line is the vehicle trajectory. Green and black denote the candidate points and 
retained map, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Table 2 
Localization comparisons under different descriptor parameters in corridor. The bold indicates the best while the italic is the second best.  

Lb β 

Nb = 10 Nb = 20 Nb = 30 Nb = 40 

3 4 5 6 3 4 5 6 3 4 5 6 3 4 5 6  

0.42  0.17  0.15  0.16  0.16  0.65  0.60  0.62  0.62  0.79  0.76  0.78  0.77  0.85  0.81  0.84  0.83  
0.5  0.29  0.29  0.28  0.28  0.67  0.66  0.65  0.65  0.78  0.77  0.77  0.75  0.86  0.85  0.88  0.87  
0.67  0.37  0.37  0.36  0.36  0.72  0.69  0.71  0.70  0.84  0.83  0.83  0.83  0.95  0.94  0.94  0.91  
0.95  0.39  0.41  0.38  0.39  0.74  0.72  0.71  0.71  0.89  0.86  0.86  0.75  0.93  0.89  0.92  0.89  
1.0  0.41  0.38  0.43  0.42  0.77  0.72  0.75  0.74  0.90  0.85  0.91  0.88  0.91  0.88  0.90  0.87  
1.24  0.34  0.34  0.33  0.34  0.75  0.70  0.73  0.74  0.81  0.78  0.80  0.78  0.85  0.79  0.81  0.79  
1.5  0.32  0.31  0.32  0.32  0.67  0.62  0.65  0.64  0.71  0.65  0.68  0.64  0.74  0.71  0.70  0.66  
2.0  0.12  0.09  0.11  0.11  0.35  0.33  0.34  0.32  0.45  0.41  0.41  0.38  0.49  0.45  0.44  0.41  

Table 3 
Map descriptor comparisons under different descriptor parameters on KITTI 06.  

Bin Number (/) 10 × 10 20 × 20 30 × 30 40 × 40 50 × 50 60 × 60 70 × 70 80 × 70 90 × 90 

Success Rate (/) 0.04 0.53 0.97 1 1 1 1 1 1 
Memory (GB) 0.05 0.22 0.51 0.93 1.5 2.3 3.0 3.8 4.7 
Load Time (s) 0.74 5.18 7.50 10.93 14.24 25.60 37.59 46.68 55.85 
Bin Number (/) 100 × 100 110 × 110 120 × 120 130 × 130 140 × 140 150 × 150 160 × 160 170 × 170 180 × 180 
Success Rate (/) 1 1 1 1 1 1 1 1 1 
Memory (GB) 5.5 6.3 7.0 7.8 8.5 9.2 9.8 10.5 11.1 
Load Time (s) 63.84 71.02 76.39 82.01 89.00 94.08 98.91 102.83 108.93  
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estimated one. We set Nb, β, Lb, and ntree to (40, 6, 1, 1, nall) in the 
experiment, where nall denote we compare all nodes in the KNN search. 
The number of candidate points decreases with the increase of sampling 
distance, which leads to the increase of distance error and localization 
error (0.1 m-2.4 m) but improves the running efficiency. Based on the 
localization error and efficiency, we set LM to 0.5 m in the parking 
garage and the corresponding average distance error is 0.002 m. Our 
method is independent of the number of LiDAR scans. Even if the LiDAR 
sequence recorded offline is short, it can still yield rich candidate points. 

4.2.2. Template descriptor parameters 
Table 2 summarizes the localization success rate under various 

template parameter setups in the corridor. The success rate is computed 
in Eq. (12). The bin length Lb includes eight values from 0.42 m to 2.0 m. 
The bin number Nb is set to 10, 20, 30, and 40, respectively. The angle 
resolution is set to 3◦, 4◦, 5◦, and 6◦, respectively. We find that the 
localization success rate can reach more than 90% when the number of 

bins reaches 40 * 40 and the size is about 1 m. 

4.2.3. Map descriptor comparisons 
As summarized in Table 3, we compare the localization success rate, 

map descriptor memory, and loading time under different numbers of 
bins in KITTI 06. For a fair comparison, all bin sizes are 1 m in the 
experiment. The localization success rate increases monotonically with 
the number of bins, but loading descriptors takes more time. If we use a 
180 * 180 descriptor, the memory of map descriptors exceeds 11 GB, and 
the map loading time takes more than 100 s in our experimental plat
form. To balance the map descriptor loading time and success rate, we 
create 40 × 40 bins in each square descriptor in later experiments. This 
bin number may cause the success rate to degrade in some scenarios. In 
low-speed, closed, and symmetric environments, we suggest using high- 
resolution descriptors to improve the success rate and localization ac
curacy. In high-speed, open, structured environments, we suggest using 
moderated-resolution descriptors to achieve fast localization. 

Fig. 6. Localization comparisons with different tree parameters in the lobby. (a) Red points mean we use a single tree and search all nodes. (b) The running time 
(1.32 s) of the localization using a single tree and all nodes is far larger than other setups, it is not drawn in the figure. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.) 

Fig. 7. Global localization in hybrid scenario and garage. The pink is the 16-beam LiDAR point cloud. The black is the preserved map. The black numbers represent 
vehicle’s positions. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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4.2.4. KD tree parameters 
Fig. 6 displays the localization comparisons under various KD tree 

parameters. The numerical growth of trees and nodes both dramatically 
promotes the success rate. The running time is independent of the 
number of trees but increases with the number of nodes. The fastest 
parameter setting takes less than 2 ms, the slowest is about 10 ms and 
recall achieves 0.92. This efficiency outperforms most SOTA methods. 
Because the number of map candidates is limited, we balance the 
localization accuracy and efficiency by adjusting the two KD tree pa
rameters. If there are few candidate points and the sampling distance is 
large, we use more search nodes and trees to improve the accuracy. If 
there are many candidate points and their sampling distance is very 
small, we will use relatively few search nodes to improve efficiency. 
Consequently, we use 512 trees and 1024 nodes in the following ex
periments. Note that only local evaluation is executed here. 

4.3. Indoor evaluations 

4.3.1. Map-based comparisons 
We compare with some map-based localization methods and divide 

them into two categories. (1) Scan-to-map: Shi et al. (2021) uses par
allel, vertical, and symmetric walls as landmarks, denoted as PWL, VWL, 
and SWL, respectively. HDL (Koide, 2019) incorporates NDT-based 
registration into Unscented Kalman Filter (UKF) framework to locate 
the vehicle. (2) Submap-to-Map: we create a submap every 20 LiDAR 
scans and register them to the map using FPFH (Rusu et al., 2009), 
K4PCS (Theiler et al., 2014), and TrICP (Chetverikov et al., 2002), 
respectively. In our method, Nb, β, Lb, ntree, and nnode are set to (40, 6, 1, 
512, 1024) and an error of less than 0.5 m is successful. Fig. 7 depicts our 
localization results. Table 4 summarizes the running time, precision 
(PR), success rate (SR) and translation error (dl) and they are computed 
as: 

PR =
TP

TP + FP
(11)  

SR =
TP

TP + TN + FP + FN
(12)  

dl = ‖tes − tgt‖2 (13) 

where TP, TN, FP, and FN represent the number of true positive, true 
negative, false positive, and false negative localization results, respec
tively. tgt is the ground truth translation vector and tes is the estimated 

one. 
The largest parking garage and the smallest corridor cover around 

2,400 m2 and 800 m2, respectively. The area variations result in different 
sampling lengths and candidate point capacities. Table 4 shows that our 
method achieved an average error of 0.2 m which is inferior to the 
baseline method (PWL, VWL, and SWL). Four datasets contain a few long 
and salient walls which can provide strong geometric constraints for 
them, however, they can only be applied to indoor scenarios. Although 
our localization accuracy is inferior to theirs, it can meet the re
quirements of autonomous driving. Our localization error is related to 
the sampling distance of the map candidate points. We set the indoor 
sampling distance between 0.3 m and 0.5 m, so the error is relatively 
large. The localization accuracy can be improved by increasing the 
sampling density. We gain stable performance in the other three metrics. 
A relatively low κ1 (0.4) leads to the same precision and recall in our 
method. It significantly outperforms the baseline methods with average 
precision and recall of 0.93, and a running time of 7 ms. Fig. 7 shows that 
our method can locate the vehicle successfully in challenging closed 
corridors, corners, stairs, and multi-vehicles scenarios. 

4.3.2. Registration-based comparisons 
We further evaluate the scan-to-scan registration performance and 

compare the proposed method with some traditional point cloud regis
tration methods, namely, ICP (Besl and McKay, 1992), GICP (Segal et al., 
2009), NDT (Magnusson et al., 2007), and FGR (Zhou et al., 2016). In 
Table 5, we randomly select 200 scan pairs with a distance of 2 m and 
compute their registration errors. Fig. 8 depicts the pairwise registration 

Table 4 
Localization comparisons of indoor datasets. The bold indicates the best while the italic is the second best.   

Dataset Submap-to-Map Scan-to-Map 

FPFH K4PCS TrICP PWL SWL VWL HDL Ours 

PR(/) Lobby  0.59  0.11  0.04  0.73  0.96  0.92  0.16  0.92 
Corridor  0.28  0.08  0.02  0.2  0.75  0.59  0.14  0.92 
Hybrid  0.51  0.16  0.05  0.62  0.79  0.72  0.80  0.94 
Garage  0.16  0.66  0.87  0.35  0.66  0.62  0.83  0.93 
Mean  0.31  0.25  0.25  0.48  0.79  0.71  0.48  0.93 

SR(/) Lobby  0.59  0.11  0.04  0.11  0.29  0.42  0.16  0.92 
Corridor  0.28  0.08  0.02  0.12  0.46  0.42  0.14  0.92 
Hybrid  0.51  0.16  0.05  0.11  0.37  0.52  0.80  0.94 
Garage  0.16  0.66  0.87  0.13  0.4  0.55  0.83  0.93 
Mean  0.31  0.25  0.25  0.12  0.38  0.47  0.48  0.93 

Time(s) Lobby  74.294  33.556  2.193  0.224  0.072  2.700  0.078  0.006 
Corridor  59.978  28.499  1.212  0.676  0.232  1.063  0.066  0.007 
Hybrid  88.788  51.102  4.881  0.633  0.222  1.371  0.082  0.008 
Garage  80.563  85.445  1.617  0.707  0.040  1.196  0.046  0.007 
Mean  75.906  49.651  2.476  0.560  0.142  1.583  0.068  0.007 

dl(m) Lobby  9.27  9.06  9.54  0.11  0.14  0.15  1.81  0.21 
Corridor  15.57  15.25  7.81  0.14  0.11  0.06  2.38  0.19 
Hybrid  18.35  9.31  7.65  0.11  0.07  0.11  3.27  0.20 
Garage  15.70  8.02  1.96  0.22  0.10  0.11  5.34  0.19 
Mean  14.72  10.41  6.74  0.15  0.11  0.11  3.20  0.20  

Table 5 
Registration comparisons of indoor datasets. The bold indicates the best while 
the italic is the second best.   

Dataset ICP GICP NDT FGR Ours- 
fst 

Ours-fst 
+ ICP 

Dist 
(m) 

Lobby  5.97  3.69  0.64  0.61  0.29  0.25 
Corridor  0.34  0.05  0.90  1.87  0.27  0.30 
Hybrid  1.82  0.83  0.78  1.25  0.78  1.81 
Garage  0.06  0.02  0.02  0.05  0.04  0.06 
Mean  2.05  1.15  0.59  0.95  0.35  0.61 

Rot 
(◦) 

Lobby  101.82  98.15  100.20  79.75  1.47  0.94 
Corridor  4.05  0.94  4.04  9.11  1.44  2.19 
Hybrid  47.21  48.69  57.50  98.26  3.31  2.34 
Garage  0.52  0.13  0.11  0.29  0.09  0.03 
Mean  38.91  36.98  40.46  46.86  1.58  1.38  
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results. The rotation error is computed as Eq. (14). We also pass our 
results as initial guesses to ICP to solve the registration parameters. Our 
method achieves a mean distance error of 0.35 m and a rotation error of 
1.58◦, which significantly outperform other methods. It achieves stable 
performance in all four scenarios, while the rotation accuracy of ICP, 
GICP, NDT, and FGR severely degrade in the lobby and hybrid scenario. 
It shows that our method can solve the scan-to-scan registration problem 
with a low overlap rate. 

4.4. Outdoor evaluations 

Since outdoor scenarios produce larger maps, we use 1 m as the 
maximum localization error and set LM to 1 m. We present two 
parameter setups named fst and opt in the local evaluation to evaluate 
our localization performance. Nb, β, Lb, ntree, and nnode are set to (40, 6, 1, 
512, 1024) and (40, 3, 1, 1, nall) in fst and opt, respectively. 

Fig. 8. Pairwise scan registrations in the lobby. ICP, GICP, NDT, and FGR fail to register the pair of LiDAR scans because of the large viewpoint change. Our method 
and ICP with our method as an initial guess successfully register the pair of LiDAR scans. 

Table 6 
Map-based localization comparisons on KITTI datasets (%). The bold indicates 
the best while the italic is the second best.    

00 06 07 09 10 mean 

OSM-2m Top 1  45.72  59.67  37.06  19.80  11.49  43.89 
Top 5  54.22  65.40  51.04  24.07  12.66  41.48 
Top 10  57.74  68.12  54.22  25.83  13.66  43.91 

OSM-5m Top 1  48.34  62.13  37.33  22.25  11.66  36.34 
Top 5  56.86  67.03  50.77  26.21  12.99  42.78 
Top 10  61.15  70.75  56.49  29.23  13.57  46.24 

OSM-10m Top 1  44.13  57.77  36.60  21.68  11.07  34.25 
Top 5  52.87  61.58  50.40  26.15  12.32  40.67 
Top 10  56.20  64.49  54.59  28.41  12.99  43.34 

Ours-fst Top 1  68.20  99.00  98.09  80.14  96.75  88.44 
Top 5  78.24  99.36  99.46  86.49  97.92  92.29 
Top 10  82.40  99.91  99.91  88.75  98.50  93.89 

Ours-opt Top 1  79.51  100.00  99.91  86.36  99.17  92.99 
Top 5  82.60  100.00  100.00  92.33  99.67  94.92 
Top 10  83.60  100.00  100.00  93.66  99.83  95.42  

Table 7 
Comparisons of localization error on KITTI datasets. The bold indicates the best 
while the italic is the second best.   

(Yan 
et al., 
2017) 

(Gao 
et al., 
2018) 

(Zhan 
et al., 
2020) 

(Loo 
et al., 
2019) 

(Zhao 
et al., 
2021) 

(Engel 
et al., 
2018) 

Ours 

03  –  2.85  2.04  3.46  –  1.22 0.46 
±

0.22 
06  0.83  13.55  2.53  11.51  –  48.64 0.43 

±

0.18 
07  1.0  2.96  1.72  6.51  7.92  15.65 0.44 

±

0.18 
10  1.89  17.36  3.72  4.84  16.46  7.43 0.44 

±

0.20  
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4.4.1. Map-based comparisons 
Table 6 shows the comparison of our method with a SOTA map-based 

localization method (Cho et al., 2022). It uses an OSM as a prior map and 
a single LiDAR scan as input. We compare the performance of 1, 5, and 
10 top candidates, respectively. The baseline method has three bin 
resolutions (2 m, 5 m, and 10 m). Our method achieve better perfor
mance on all five sequences at all candidate capacities (1, 5, and 10). 
The success rate can reach 100% in sequence 06 and 07. 

4.4.2. Localization errors 
Table 7 summarizes the ATE error comparisons of our method (opt) 

to some SOTA methods. We achieve an average ATE of 0.44 m that 

outperforms the other methods. As the trajectory becomes longer, the 
localization errors of other methods dramatically increase while our 
method does not degrade. As shown in Fig. 9, the online LiDAR scans are 
consistently registered into the prior map. Fig. 10 depicts the quantita
tive lateral errors of fst and opt. The lateral errors of the two solutions are 
mostly between 0 and 0.6 m, and errors less than 0.4 m account for a 
larger proportion in opt. 

4.4.3. Heading orientation errors 
Besides ATE, heading errors are also crucial in loop closure detection 

and vehicle localization. The heading error αh is calculated as: 

Fig. 9. Global localization in KITTI 06 and 07. The pink is the 64-beam LiDAR point cloud. The black is the preserved map. The black numbers represent vehicle’s 
positions. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 10. Lateral error histograms of fst and opt in KITTI datasets.  
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αh = acos

(
trace(RT

gtRes) − 1
2

)
180
π (14) 

where Rgt is the ground truth rotation. Res is the estimated rotation. 
Fig. 11 displays the heading error comparisons of our two solutions and 
most heading errors are within 6◦. Although the urban road environment 
is variable, we still achieve outstanding heading accuracy due to the 

many static buildings. We achieve the best heading accuracy in sequence 
06 as the vehicle rarely steers and there are abundant structural com
ponents along the road. 

4.4.4. Running efficiency 
(1) As summarized in Table 8, we compare the localization efficiency 

to some SOTA methods in KITTI sequences. Our method achieves the 
best efficiency (0.01 s), followed by S-PTAM (0.03 s), which is faster 
than the majority of the localization methods based on scan-to-scan 
matching. (2) As shown in Fig. 12, we compute the running time of 
the online localization in sequence 06 and 07. Online localization takes 
an average of 8.7 ms and 9.8 ms, respectively. Indoor localization even 
takes only 7 ms in Table 4. Our method achieves the localization effi
ciency of 100FPS on a single-thread CPU. Our efficiency is affected by 

Fig. 11. Heading error histograms of fst and opt in KITTI datasets.  

Table 8 
Comparisons of localization efficiency on KITTI datasets. The bold indicates the best while the italic is the second best.   

Dellenbach et al. 
(2022) 

Ji and Singh 
(2017) 

Koide et al. 
(2021) 

Pan et al. 
(2021) 

Cvǐsić et al. 
(2018) 

Cvǐsić et al. 
(2021) 

Zhang and 
Singh (2015) 

Engel et al. 
(2015) 

Pire et al. 
(2017) 

Zhang et al. 
(2014) 

Ours 

Time 
(s)  

0.06  0.1  0.1  0.08  0.1  0.1  0.1  0.07  0.03  0.1  0.01  

Fig. 12. Running time of the online localization. The average time of sequence 06 and 07 is around 8.7 ms and 9.8 ms, respectively.  

Table 9 
Running time (ms) comparisons to scan context on KITTI 07.  

Method Descriptor Creation Pairwise Comparisons Map Query 

Scan Context  29.92  0.66  0.72 
Ours  4.86  0.0002  0.06  
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two factors. One is the map database including candidate points, rota
tion angle resolution, and the number of bins. The other is the number of 
KNN search nodes. In our experiments, we just adopt a few parameter 
setups to balance the localization accuracy and efficiency. (3) We further 
compare our efficiency to SOTA Scan Context (Kim and Kim, 2018) that 
also uses KD-Tree to accelerate the descriptor search in Table 9. The 
results show that our method outperforms Scan Context in descriptor 
creation, pairwise comparison, and map query. The descriptor creation 
takes less than 5 ms. 

4.4.5. Recall and trajector 
Table 10 summarizes the success rate and efficiency using the two 

Table 10 
Success rate and running time of our two solutions on KITTI datasets. The bold 
indicates the best while the italic is the second best.  

Solution Metric 03 06 07 10 Mean 

fst Recall  0.92  0.92  0.89  0.88  0.90 
fst Time(s)  0.01  0.009  0.01  0.01  0.01 
opt Recall  0.94  1.0  0.99  0.93  0.97 
opt Time(s)  2.39  2.04  2.71  2.64  2.44  

Fig. 13. Trajectory analysis in KITTI 10 and corridor. The red line denotes the ground truth trajectory. The solid points denote the computed vehicle positions. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 14. Comparisons of global evaluation with various descriptor neighbor capacities in KITTI 03.  
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solutions in four KITTI sequences. The average time of fst takes less than 
10 ms. fst achieves a success rate of more than 90% with an average time 
of less than 10 ms. opt takes relative more time (2 s) to achieve a higher 
success rate (97%). Fig. 13 depicts the global trajectory deviation in 
sequence 03 and corridor. The small trajectory deviation further verifies 
the localization effectiveness for both indoor and outdoor scenarios. Our 
method can successfully compute the vast majority of vehicle poses. 

4.4.6. Global evaluation comparisons 
As shown in Fig. 14, we compare the global evaluation under 

different capacities of the nearest map descriptors in sequence 03. Our 
running time increases proportionally with the neighbor’s capacity. opt 
takes 2.7 s when searching 1,000 candidates. The success rate of opt 
initially exceeds 0.98 and achieves 100% as the capacity reaches 1,000. 
However, the capacity growth does not significantly improve the success 
rate of fst. Similar to indoor evaluation (Section 4.3), a relatively low κ1 
led to the high overlap of precision and recall curves. The lateral and 
heading errors of opt are approximately 0.05 m and 0.3◦ less than fst, 
respectively. The local evaluation achieves comparable accuracy and 
desirable efficiency. 

4.4.7. Failure cases 
Fig. 15 displays two failure cases in local evaluation. In Fig. 15(c), 

most LiDAR’s laser emissions are blocked by a truck. In Fig. 15(d), 
surrounding similar wall distribution leads to another failed localiza
tion. However, global evaluation successfully localizes the vehicle in 
both cases. The local and global evaluation can alternatively switch to 
balance the efficiency and success rate or jointly collaborate at different 
frequencies to build a multi-thread system. 

5. Conclusions 

In this paper, we proposed a template descriptor-based LiDAR global 
localization method. It employs a straightforward template representa
tion to describe the structural environments. We estimate the vehicle 
poses using the associations between the scans and map databases. 
Using a KD tree with our proposed loss function enables efficient 
localization (100 FPS) with desirable success rates (93%). Presented 
local and global evaluation can alternatively switch or cooperate at 
different frequencies for superior performance. We conducted extensive 
experiments to confirm the feasibility and validity of the proposed 
method. Its localization efficiency and accuracy overwhelmingly 
exceeded SOTA baseline methods. In future work, we intend to incor
porate our method into an odometry framework to serve as a real-time 
SLAM system. 
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