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Abstract— Semantic segmentation (SS) and height estimation
(HE) are two critical tasks in remote sensing scene understanding
that are highly correlated with each other. To address both the
tasks simultaneously, it is natural to consider designing a unified
deep learning model that aims to improve performance by jointly
learning complementary information among the associated tasks.
In this article, we learn the two tasks jointly under a deep
multitask learning (MTL) framework and propose two novel
objective functions, called cross-task contrastive (CTC) loss and
cross-pixel contrastive (CPC) loss, respectively, to enhance MTL
performance through contrastive learning. Specifically, the CTC
loss is designed to maximize the mutual information of different
task features and enforce the model to learn the consistency
between SS and height estimation. In addition, our method goes
beyond previous approaches that only apply contrastive learning
at the instance level. Instead, we design a pixelwise contrastive
loss function that pulls together pixel embeddings belonging to
the same semantic class, while pushing apart pixel embeddings
from different semantic classes. Furthermore, we find that this
semantic-guided contrastive loss simultaneously improves the
performance of the HE task. Our proposed approach is simple
and effective and does not introduce any additional overhead
to the model during the testing phase. We extensively evaluate
our method on the Vaihingen and Potsdam datasets, and the
experimental results demonstrate that our approach significantly
outperforms the state-of-the-art methods in both HE and SS.
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I. INTRODUCTION

SEMANTIC segmentation (SS) and height estimation (HE)
are both fundamental and challenging tasks in the remote

sensing community, with numerous useful applications in
urban planning, damage monitoring, military reconnaissance,
and other domains. Thanks to powerful deep learning
technologies, significant progress has been made in improving
the performance of both individual tasks. However, remote
sensing problems are inherently multimodal, and the high
correlation between SS and HE is often overlooked. As two
distinct tasks in computer vision with different objectives and
methodologies, SS emphasizes the semantic information in the
scene, while HE focuses on the geometric information in the
scene. However, the relationship between the geometric and
semantic information of a scene is that they are complementary
and can be used together to improve various tasks. For
example, in SS, the geometric information can be used to
refine the boundaries between different objects and regions
and to resolve ambiguities in the scene. Similarly, in HE, the
semantic information can be used to improve the accuracy
of the HE, by incorporating prior knowledge about the object
semantics or their sizes explicitly or implicitly. Therefore, joint
learning of the two tasks in a unified network is a promising
line of research.

Multitask learning (MTL) networks aim to leverage
the complementary information between related tasks and
improve the performance on these tasks. In the computer
vision community, much of the literature has evaluated the
performance of certain task pairs in an MTL framework,
such as detection and classification [1], [2], detection
and segmentation [3], [4], and segmentation and depth
estimation [5], [6]. Among the available MTL algorithms,
some researchers mainly focus on designing architectures
capable of learning shared representations. A good shared
representation means that the adequate information is fused
from each associated task (usually referred to as positive
transfer), and the task-irrelevant information sharing is avoided
to reduce performance degradation (usually referred to as
negative transfer). Following this design principle, a series of
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modules are proposed to share the features in the encoding
stage [7], [8], [9] or the decoding stage [6], [10], [11].
Another challenge of MTL lies in balancing the joint learning
of all the tasks to find an equilibrium where no task
significantly degrades, such as uncertainty weighting [12],
gradient normalization [13], and dynamic weight averaging
(DWA) [14]. Although all the aforementioned approaches have
developed sophisticated algorithms and network architectures,
the potential of mutual information and consistency learning
across the associated tasks has not been fully explored.

In the remote sensing community, MTL has reported
encouraging results [15], [16], [17], [18]. Typically, these
methods use a shared encoder to extract image features
and generate task-specific predictions through different
decoders. Moreover, many network architectures incorporate
feature fusion modules to enhance positive transfer across
associated tasks, such as the cross-task feature fusion module
(CFFM) [15] and structural affinity block (SAB) [16].
In addition, many researchers focus on feature learning to
enhance various vision tasks for remote sensing images,
including scene classification [19], scene retrieval [20], [21],
SS [22], and hyperspectral image classification [23], [24], [25].
However, most of these methods focus on feature fusion alone
and do not explore the homogeneity and heterogeneity across
tasks, which may lead to suboptimal results.

To address the challenges and limitations mentioned above,
we propose an MTL framework that simultaneously achieves
SS and HE of optical remote sensing images. Rather
than focusing on the design of network architectures or
optimization strategies, we propose two contrastive losses
for MTL in the fully supervised setting, called cross-task
and cross-pixel contrastive (CPC) losses. Specifically, the
cross-task contrastive (CTC) loss aims to maximize the
mutual information of different task representations using
contrastive learning. Meanwhile, the CPC loss is intended to
pull together the pixel representations with the same semantic
class, while pushing apart the pixel representations with
different semantic classes to promote intraclass consistency
and interclass inconsistency. As shown in Fig. 1, the CTC loss
learns a consistent representation across different tasks at the
image instance level, and the CPC loss learns rich semantic
relationships at the pixel level.

In summary, our contributions are threefold.
1) To our best knowledge, in the remote sensing com-

munity, our work is the first attempt of MTL for
simultaneous SS and HE leveraging contrastive learning.

2) We introduce two contrastive losses to encourage the
model to learn the homogeneity and heterogeneity
between SS and height estimation. In addition, our
approach can be easily integrated into various existing
networks without additional overhead during testing.

3) We conduct comprehensive experiments on the ISPRS
Vaihingen and Potsdam datasets to demonstrate the
effectiveness of our proposed multitask learning frame-
work. A series of ablation studies are also carried out to
evaluate the contribution of each component.

The remainder of this article is organized as follows.
Section II discusses related works. Section III illustrates the

Fig. 1. Main idea of this article. (a) CTC module forces the network
to discriminate which semantic maps and height maps belong to the same
image to improve the discriminative power. (b) CPC module refines the pixel
embedding space based on semantic-guided contrastive learning.

details of our proposed MTL framework. Section IV presents
our extensive experiments and analysis, and the conclusions
are summarized in Section V.

II. RELATED WORKS

In this section, we review the works closely related to our
work in detail, including single-task learning (STL) for SS and
HE, MTL in vision, and contrastive learning.

A. STL for SS and HE

In the past few years, convolutional neural networks
(CNNs) have made great progress in various remote sensing
tasks, showing dramatic capability in feature representation.
Traditionally, a typical network is designed for a specific task
and only focuses on the optimization of the task metrics,
which is uniformly referred to as the STL method. In this
part, we focus on approaches designed for SS and HE.

1) Semantic Segmentation: SS is a fundamental task in
scene parsing, aiming to map each pixel in an image into
a predicted category. The traditional segmentation algorithms
used low-level features between pixels, such as grayscale
thresholding [26] and conditional random fields [27]. However,
with the advent of CNNs, most studies have used deep
learning techniques, achieving impressive performance. Long
et al. [28] proposed the fully convolutional network (FCN),
which output a pixelwise prediction of an image by replacing
the full connection layers of the network with convolutional
layers, and established a paradigm for SS for the first
time. Since then, numerous studies have been conducted to
improve the performance of SS models. Chen et al. [29]
introduced the atrous spatial pyramid pooling (ASPP) module,
which extracts multiscale features to capture rich contextual
information between pixels. Ronneberger et al. [30] designed
a symmetric architecture for biomedical image segmentation
that achieves accurate segmentation with fast inference speed.
More recently, network architectures based on the vision
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transformer (ViT) [31] and the global attention mechanism
have further improved the performance of segmentation
models [32], [33], becoming a promising research line in SS.

In summary, the above methods have achieved impressive
results on various datasets by leveraging well-designed struc-
tures. However, they suffer from a limitation of only focusing
on the semantic dependencies across pixels, neglecting the
important geometric information in the scene. In this article,
we alleviate this limitation by incorporating height estimation,
which can provide complementary information to improve
the overall performance of SS in scenarios where geometric
information is critical.

2) Height Estimation: HE aims to obtain the height value of
each pixel in an image, which has wide applications in urban
planning, damage monitoring, disaster forecasting, and so on.
Classical methods, such as stereo pair photogrammetry [34],
[35], SAR interoferometry [36], [37], and LiDAR processing,
can obtain the height information of remote sensing images.
However, these methods usually require expensive equipment
and have strict requirements on the input data, making
the HE task costly and time-consuming. Recently, inspired
by the great success of CNNs, more attention has been
focused on the provision of predicting height from a single
remote sensing image. Mou and Xiang Zhu [38] designed a
convolutional–deconvolutional architecture for HE and train
the network in an end-to-end manner. Following this work,
a series of methods [39], [40], [41], [42], [43], [44] based
on CNNs have been proposed and obtained satisfactory
results. Besides, some researchers proposed to use generative
adversarial nets (GANs) to generate elevation information
from single remote sensing images [45], [46], [47]. Instead
of focusing on the design of network architectures, Xiong
et al. [48] constructed a dataset for cross-dataset transfer
learning on the HE task, which includes a large synthetic
dataset and several real-world datasets.

In short, the existing methods obtain the corresponding
height maps by only extracting the geometric information.
However, the contextual semantic information that can provide
complementary cues for HE has not been fully exploited, let
alone the intrinsic relationships between semantic and height
information. In this article, we leverage the complementary
information of SS and HE to train a joint training framework
to overcome these limitations, thereby improving the accuracy
and applicability of our model.

B. Multitask Learning

MTL aims to develop generalized deep learning models
that can infer all the outputs of multiple tasks from a
single input [49]. Compared wih STL, the MTL models
require less computational resources and can improve the
performance of each task if the associated tasks share
complementary information. In this part, we mainly focus
on two mainstream research areas: multitask architecture and
optimization strategy.

1) Multitask Architecture: Regarding multitask architecture,
there are generally two types of approaches: soft and hard
parameter sharing techniques. In soft parameter sharing [7],

[8], [9], each task is assigned a separate set of parameters,
and information sharing is implemented by designing the
information flow between parallel layers in the task networks.
However, the scalability of soft parameter sharing approaches
tends to grow linearly as the number of tasks increases, which
is a significant drawback. In contrast, models using hard
parameter sharing typically consist of a shared encoder and
several task-specific heads [10], [11], [12], [50].

In the remote sensing community, works based on
MTL have reported encouraging results. For example,
Srivastava et al. [17] first proposed to learn SS and HE jointly
using a multitask CNN. Zheng et al. [18] designed a novel
pyramid-on-pyramid network (Pop-Net) based on the encoder-
dual decoder framework to simultaneously predict semantic
labels and normalized digital surface models (nDSMs). Other
researchers have also designed various feature fusion modules,
such as task-aware feature separation module (TFSM) and
cross-task adaptive propagation module (CAPM), to improve
the performance of SS and HE [15], [51]. Furthermore, [16]
attempted to learn super-resolution task and SS together.

2) Optimization Strategy: Regarding optimization strategy,
balancing the joint learning process of all the tasks is
critical to avoid the dominant influence of a particular task
on the network parameters. Various methods have been
proposed to achieve this goal. Cipolla et al. [12] used the
homoscedastic uncertainty to balance the loss weight of
each task. Similarly, Liu et al. [14] proposed the DWA
technique to balance the training process by adjusting the
task-specific weight according to the relative descending
rate of the task-specific loss values. In addition, some
researchers have reformulated the MTL optimization objective
as a multiobjective optimization problem and found a Pareto
optimal solution among all the tasks [50].

In summary, these strategies aim to balance the joint
learning process of all the tasks by controlling the weight of
each task loss or optimizing the learning speed of each task.
In this article, we propose to solve the MTL optimization
problem through two contrastive-learning-based losses that
guide the model to learn the relevance and difference between
the SS and HE tasks.

C. Contrastive Learning

Contrastive learning has gained significant attention in
unsupervised representation learning as a crucial branch of
deep metric learning [52]. The core idea of contrastive learning
is “learning to compare,” which aims to contrast similar
(positive) pairs against dissimilar (negative) pairs [53]. One
major challenge in contrastive learning is how to select
the positive and negative pairs. In the computer vision
community, a common strategy involves applying random data
augmentation to generate positive pairs, while negative pairs
are usually sampled randomly [54], [55]. In addition, many
studies [56], [57] have shown that more negative samples
lead to better performance during contrastive loss computation,
and fixed [56] or momentum-updated [57] memories have
been proposed to store more negative samples. Inspired by
the remarkable success of contrastive learning, we propose
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a CTC loss and a CPC loss for MTL of SS and HE in
a fully supervised setting. These losses enable us to learn
the relevance and differentiation between the two tasks by
contrasting positive and negative samples in the embedding
space, leading to an improved performance and a better
understanding of the underlying relationships between tasks.

III. OUR METHOD

This section outlines the details of our proposed method,
including the network architecture overview, the CTC module,
the CPC module, and the full objective function.

A. Overview of Network Architecture

The overall architecture of our proposed network is depicted
in Fig. 2, which consists of four components: a shared
encoder, two task-specific decoders, a CTC module, and a CPC
module. The shared encoder receives a three-channel input
image and extracts the task-shared representation. In this work,
we use ResNet-50 and ResNet-101 [58] as our encoder. The
decoding process involves two Unet-like feature upsampling
decoders with skip connections (not shown in the figure for
esthetic reasons) that predict segmentation and height maps,
respectively. Moreover, the CTC module is fed with two
task-specific features to maximize the mutual information of
different task representations. Furthermore, since HE and SS
are closely related, the task-specific CPC modules are used
in both the height decoder and semantic decoder to promote
intraclass consistency and interclass inconsistency among all
the pixels. It should be noted that the CTC and CPC modules
are only used during the training stage and do not introduce
any changes or computational burden to the base model during
the inference stage. Finally, the entire network is optimized by
a multitask objective function in an end-to-end manner. The
CPC module, CTC module, and complete objective function
will be explained in detail in the following sections.

B. CTC Module

In many existing MTL methods, the flow of shared informa-
tion is achieved by fusing features from different task branches
through summation or concatenation. However, such methods
do not consider how to learn consistent information while
excluding inconsistent information adaptively, depending on
the properties of the tasks. To address this issue, we propose
the CTC module to learn the consistent information of
different tasks by training the model to predict the correct
pairs of (SS, HE) representations. Our model learns a task-
invariant embedding space where the (SS, HE) representation
pairs from the same image are considered as positive pairs
and the rest as negative pairs. In other words, to obtain
the representation of the global geometric and semantic,
we project the task-specific features as global embeddings and
design a proxy task of discriminating which is the pair of
height embedding and semantic embedding of the same image
and force the network to learn the correlation between the two
tasks. By encouraging the model to be more sensitive to the
task-specific representation pairs, homogeneous information

across tasks is retained, while heterogeneous information is
eliminated.

Specifically, the SS and HE feature maps fss ∈ Rh×w

and fhe ∈ Rh×w (where h and w denote the height and
width of the feature maps, respectively) are fed into a
transformer-based vectorization layer and serialized as feature
embeddings ess ∈ RD and ehe ∈ RD , respectively, where
D = 256 denotes the dimension of feature embedding.
As shown in Fig. 3, following the design of DETR [59]
which treats the vectorization process as a set-to-set problem,
the transformer-based vectorization layer is implemented as
a single transformer decoder layer. The main purpose of
using the transformer as a vectorization layer is to encode
global information of each task-specific decoded feature into
a task embedding which enables sufficient interactions and
aggregations of features via successive alternating cross-
attention and self-attention mechanisms [60]. Then, the D
embedding queries are then transformed into an output
embedding xo which encodes the global information of the
input task features (fss or fhe). Finally, the output embedding
xo is passed through a multilayer perceptron (MLP) with two
hidden layers to produce the feature embedding (ess ∈ RD or
ehe ∈ RD).

To this end, in a batch of N input images, our model aims
to predict which are the correct (ess, ehe) pairs belonging to
the same input images among the N × N possible pairings.
We use (ei

ss, ei
he) to denote the i th pair in a batch. The CTC

loss Lctc involves two symmetric InfoNCE [61] losses. The
first is an SS to HE contrastive loss for the i th pair

L i
ss→he = − log

exp
(〈

ei
ss, ei

he

〉
, t

)∑N
k=1 exp

(〈
ei

ss, ek
he

〉
, t

) (1)

where ⟨ei
ss, ei

he⟩ denotes the cosine similarities, and ⟨ei
ss, ei

he⟩ =

ei
ss

⊤ei
he/∥ei

ss∥∥ei
he∥. t = 0.1 denotes the temperature parameter.

Similarly, we define the symmetric HE-to-SS contrastive loss
as

L i
he→ss = − log

exp
(〈

ei
he, ei

ss

〉
, t

)∑N
k=1 exp

(〈
ei

he, ek
ss

〉
, t

) . (2)

Our final CTC loss is then computed as

Lctc = −
1

2N

N∑
i=1

(
L i

ss→he + L i
he→ss

)
. (3)

The CTC loss Lctc aims to maximize the cosine similarity
between the semantic and height embeddings (ei

ss, ei
he) of the

N positive pairs in the batch, while minimizing the cosine
similarity of the embeddings between the N 2

− N negative
pairs. In practice, we only compute Lctc on the first two scale
features (F1 and F2 in Fig. 2), and the reason for this will be
explained in our experiments.

C. CPC Module

The cross-entropy loss and L1 loss are classical loss
functions used in SS and HE, but they focus on optimizing
pixelwise predictions independently, without capturing the
structural information in the image. However, considering
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Fig. 2. Overall framework of our proposed method for joint prediction of segmentation and height maps. (a) Network architecture, which consists of an
encoder–decoder architecture under the MTL framework, and the CTC and CPC modules are introduced to refine the decoded features of both the SS and
HE tasks. (b) CTC module, which is designed to maximize the mutual information of different task representations. (c) CPC module, which is designed to
promote intraclass consistency and interclass inconsistency among all the pixels based on semantic guidance.

Fig. 3. Pipeline of the transformer-based vectorization layer.

the context and geometric relationships of the scene, the SS
representations of the same class should be similar, and vice
versa. This feature aligns well with the idea of contrastive
learning, which aims to enforce embeddings to be similar for
positive pairs and dissimilar for negative pairs. In addition,
as the height information of the scene usually correlates with
the semantic labels [15], [16], [17], [18], [51], we extend this
idea further. The height representations of the same semantic
class should also be similar, and vice versa. Proper exploitation
of this complementary information should effectively enhance
the performance of both the tasks.

1) Cross-Pixel Contrast: Based on the above considera-
tions, we propose a semantic-guided pixelwise contrastive
learning method to address this problem. As shown in Fig. 4,
the decoded features are fed into a project head fproj which
is implemented as two 1 × 1 convolutional layers with ReLU
and transformed into a 256-D L2-normalized feature. The

Fig. 4. Pipeline of the CPC module.

project head aims to learn to project decoded features into
the embedding space for computing the CPC loss, whose
parameters are initialized by the “He initialization” [62] and
updated during the training stage. Then, each pixel of the
L2-normalized feature is viewed as a pixel embedding to
compute the CPC loss. Formally, let C denote the set of all
the semantic labels, for a pixel embedding with the ground-
truth semantic label c, the positive samples are other pixel
embeddings with the label c, and the negative samples are the
pixel embeddings with other classes C\c. The CPC loss Lcpc
is an InfoNCE loss [61] and defined as follows:

Lcpc =
1

|Pi |

∑
i+∈Pi

−log
exp

(
i · i+/τ

)
exp(i · i +/τ) +

∑
i−

∈Ni
exp

(
i · i−/τ

)
(4)
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where Pi and Ni denote the sets of positive and negative
instances of the anchor embeddings i , respectively, and
τ = 0.1 is the temperature parameter. For each mini-batch,
we sample 50 anchors per category and set the number of
positive and negative instances as 1024 and 2048, respectively.
Note that we compute Lcpc on both the SS and HE decoded
features, and the positive and negative samples of HE pixel
embeddings are also obtained using the semantic-guided
method mentioned above. In practice, we only compute Lcpc
on the last two scale features (F3 and F4 in Fig. 2) because the
resolution of the first two scale features (F1 and F2 in Fig. 2)
is too small to obtain the positive and negative samples.

2) Categorywise Memory Bank: Many recent works [56],
[57], [63], [64] have revealed that a large number of negative
samples are able to boost the performance of contrastive
learning and proposed to exploit the memory bank to store
the training embeddings. For our CPC module, following [56],
[57], [63], [64], we proposed to maintain a pixel embedding
queue as a memory bank for each semantic category to store
the negative pairs. At each iteration, we sample 200 pixel
embeddings for each category in the current batch and enqueue
them into the corresponding memory bank, while dequeue
the earliest 200 pixel embeddings. Positive pixel embeddings
are sampled from the current mini-batch, while negative pixel
embeddings are sampled from the categorywise memory bank.
In our experiments, we set the memory bank size of each
category to 60 000 and sample 50 pixel embedding anchors for
each semantic category. The number of positive and negative
pixel embeddings is set to 1024 and 2048, respectively.
Note that we maintain memory banks on both the SS and
HE branches to store the SS and HE pixel embeddings,
respectively.

3) Hard Anchor Sampling: Previous research [52], [65],
[66] has shown that including hard samples can bring more
gradient contributions to the backpropagation of contrastive
learning. In the context of SS, hard anchors are pixels that are
visually or semantically similar between two different classes,
making it difficult for the model to classify them correctly.
Considering that the softmax prediction of the segmentation
can be viewed as the probability that the pixel belongs to
each class, we treat the uncertainty of the network prediction
as a metric of the difficulty of the sample. Following [67],
we measure prediction uncertainty by computing the difference
between the most confident and second most confident class
probabilities. During training, for each category, half of the
anchors are randomly sampled and half are the most uncertain
pixel embeddings for Lcpc computation.

D. Full Objective Function

The full objective function consists of four parts: the SS
loss function Lss, the HE loss function Lhe, the CTC loss
function Lctc, and the CPC loss function Lcpc. Similar to
previous work [68], [69], we aim to jointly train these loss
functions in an end-to-end manner. Specifically, we optimize
Lss and Lhe by the uncertain weight strategy [12] and design

a full objective as follows:

L full =
1

2exp(s1)
Lss+

1
2exp(s2)

Lhe+
s1

2
+

s2

2
+αLctc + βLcpc

(5)

where s1 and s2 are the learnable parameters for balancing the
learning process of the SS and HE tasks according to [12]
(for more information, refer to [12]). In addition, α and β are
the weights of the corresponding loss functions, respectively.
We set both α and β to 0 during the first 1500 iterations for
warming-up, and to 0.1 for the remaining iterations to optimize
the CTC and CPC modules.

IV. EXPERIMENTS

In this section, we evaluate our framework on two public
datasets, namely, ISPRS Vaihingen and ISPRS Potsdam.
We will first provide a description of the datasets used in
our experiments, along with the implementation details. Then,
we will compare our results with state-of-the-art methods and
present a series of ablation studies, to further analyze our
proposed method.

A. Datasets

1) Vaihingen: The Vaihingen dataset consists of 33 very
fine spatial resolution aerial images with an average size of
2494 × 2064 pixels. Each image includes the orthophotograph
with three bands (near infrared, red, and green), the
corresponding semantic annotations, and the nDSM at a
ground sampling distance (GSD) of 9 cm. The dataset
contains five foreground classes (impervious surface, building,
low vegetation, tree, and car) and one background class
(clutter). Following the official train/test split provided
by the ISPRS Working Group II/4 (http://www2.isprs.org/
commissions/comm3/wg4/semantic-labeling.html), we used
ID: 1, 3, 5, 7, 11, 13, 15, 17, 21, 23, 26, 28, 30, 32, 34,
and 37 for training and the remaining 17 images for testing.

2) Potsdam: The Potsdam dataset consists of 38 very fine
spatial resolution aerial photographs with a size of 6000 ×

6000 pixels. The Potsdam dataset provides the corresponding
semantic annotations and the nDSM at a GSD of 5 cm
and shares the same category information with the Vaihingen
dataset. Four multispectral bands (red, green, blue, and near
infrared) are provided in the dataset, but only three bands
(red, green, and blue) are used in our experiments. Similar
to Vaihingen, we use ID: 2_10, 2_11, 2_12, 3_10, 3_11,
3_12, 4_10, 4_11, 4_12, 5_10, 5_11, 5_12, 6_7, 6_8, 6_9,
6_10, 6_11, 6_12, 7_7, 7_8, 7_9, 7_11, and 7_12 for training
(image 7_10 is excluded with error annotations), and the
remaining 14 images for testing. Some samples of the datasets
are presented in Fig. 5.

B. Implementation Details

For training, we initialize all the backbones using
corresponding weights pretrained on ImageNet [70], while
the remaining layers are randomly initialized. For fast
convergence, we use the AdamW optimizer with beta (0.9,
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Fig. 5. Samples from the Vaihingen and Potsdam datasets.

0.999) and a weight decay of 0.01. The base learning rate
is set to 0.0002, and the cosine annealing strategy is used
to adjust the learning rate. For data augmentation, we use
random scaling ([0.5, 0.75, 1.0, 1.25, 1.5]), random vertical
flip, random horizontal flip, and random rotate strategies
during the training process. We randomly crop the training
images into 512 × 512 patches with a uniform distribution for
1000 times in each training epoch, while the training epoch is
set to 200 with a batch size of 8. Multiscale and random flip
augmentations are used in the testing phase.

C. Evaluation Metric

The evaluation metric used in our experiments includes the
common indicators used in SS and HE.

For SS, we use intersection over union (mIoU), overall
accuracy (OA), and F1 score to quantify the performance of
models

mIoU =
NTP

NTP + NFP + NFN
(6)

OA =
NTP + NTN

NTP + NFP + NFN + NTN
(7)

F1 =
2 · precision · recall

precision + recall
(8)

where NTP, NFP, NTN, and NFN are the pixel number of
true positive, false positive, true negative, and false negative,
respectively. It is worth noting that following the general
practice, we calculate the mean F1 and mIoU among the
five foreground categories (impervious surface, building, low
vegetation, tree, and car) and count the OA for all the classes.

For HE, we use four numerical metrics to evaluate the
quality of the predicted nDSM, namely, absolute relative
error (absRel), mean absolute error (MAE), root mean square
error (RMSE), and accuracy with thresholds (δ). The specific
formulas are as follows:

absRel =
1
N

N∑
i=1

∣∣hi − ĥi
∣∣/hi (9)

MAE =
1
N

N∑
i=1

∣∣hi − ĥi
∣∣ (10)

RMSE =

√√√√ 1
N

N∑
i=1

(
hi − ĥi

)2
(11)

δi = max
(

hi

ĥi
,

ĥi

hi

)
< 1.25i , i ∈ 1, 2, 3 (12)

where N represents the total number of valid pixels in the
image, hi is the height ground truth at pixel i , and ĥi is the
predicted height value at pixel i .

D. Experimental Results

We report the results of quantitative evaluation on Vaihingen
in Table I. Compared with the state-of-the-arts, our method
achieves better performance for both SS and HE. Specifically,
for SS, our model obtains a result with a mean F1 of 91.0%,
OA of 91.6%, and mIoU of 83.5%. For HE, our model
achieves 0.690 in absRel, 1.087 in MAE, and 1.617 in RMSE
and a higher δi accuracy. The results show that our proposed
strategy is more effective and reliable compared with both the
single-task and MTL frameworks. We also show the qualitative
results in Fig. 6. As shown in Fig. 6, the segmentation
results of our model obtain sharper and clearer boundaries
compared with ordinary STL. In addition, the predicted height
values tend to be smoother and more similar between pixels
of the same category, which benefits from the contextual
information of SS. In addition, from the network architecture
and the way loss functions are calculated, it can be seen that
our approach can be easily integrated into various existing
networks. Specifically, the shared encoder can use a common
backbone such as Resnet [58], HRNet [79], and VGG [80],
to extract the shared feature, which is no different from the
single-task methods. As for the decoders, since our CTC and
CPC modules only require the input of different task features
at the same scale, our proposed approach is also compatible
with the common feature pyramid-based decoders, such as
U-net [30], FPN [81], and ASPP [29].

Beyond Vaihingen, we further report the results on the
Potsdam dataset. As shown in Table II, similar to the Vaihingen
dataset, our method outperforms the current state-of-the-arts
on most metrics. Fig. 7 also shows some qualitative results of
local patches on Potsdam, demonstrating the effectiveness of
our method. In Fig. 8, we further provide more visualization
results of our method on both the datasets.

E. Ablation Analysis

In this section, we perform extensive ablation experiments
on the Vaihingen dataset to investigate the effectiveness of our
core ideas and proposed model designs. We adopt Resnet101
as our backbone and keep the hyperparameters unchanged in
all the experiments.

1) Each Component of Our Model: To verify the
effectiveness of each component of our model, we report
quantitative results of all kinds of variants of our network,
including the STL network for SS and HE (STL_SS and

Authorized licensed use limited to: Wuhan University. Downloaded on March 08,2024 at 08:45:13 UTC from IEEE Xplore.  Restrictions apply. 



5614015 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 61, 2023

TABLE I
QUANTITATIVE RESULTS OF SS AND HE ON THE VAIHINGEN DATASET. “SS” AND “HE” INDICATE THE METHODS BASED ON SINGLE-TASK

LEARNING FOR SS AND HEIGHT ESTIMATION, RESPECTIVELY. “MTL” INDICATES METHODS BASED ON MTL. THE BEST RESULTS
ARE HIGHLIGHTED IN BOLD

Fig. 6. Qualitative results of HE and SS on the Vaihingen dataset. The input images are cropped to 1024 × 1024 for better visualization. The main differences
have been highlighted in the figure.

STL_HE), the base MTL network consisting of a shared
backbone and two task branches (MTL_B), the MTL network
with our CTC module (MTL_B + CTC), the MTL network

with our CPC module (MTL_B + CPC), and the proposed
full model with both the CTC and CPC modules (MTL_B +

CTC + CPC). To compare the differences between our
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TABLE II
QUANTITATIVE RESULTS OF SS AND HE ON THE POTSDAM DATASET. “SS” AND “HE” INDICATE METHODS BASED ON SINGLE-TASK LEARNING FOR

SS AND HEIGHT ESTIMATION, RESPECTIVELY. “MTL” INDICATES METHODS BASED ON MTL. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

Fig. 7. Qualitative results of HE and SS on the Potsdam dataset. The input images are cropped to 1024 × 1024 for better visualization. The main differences
are highlighted in the figure.

approach and the method that shares features directly, based
on MTL_B, we design two feature sharing modules for both
task-specific decoded features. Each feature sharing module

consists of three convolutional layers. The decoded features
of one task are fed into the feature sharing module and
then added to another task-specific decoded features of the
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TABLE III
ABLATION STUDY OF THE PROPOSED MODEL ON THE VAIHINGEN TEST SET. THE BEST PERFORMANCE COMBINATIONS ARE HIGHLIGHTED IN BOLD

Fig. 8. More visualization results of our method on the Vaihingen and
Potsdam datasets.

corresponding layers. We denote this model as MTL_FS
(feature sharing).

As shown in Table III, the results of MTL_B are slightly
worse than STL_SS and STL_HE, which may be caused
by the negative transfer between SS and HE. With the
addition of the feature sharing modules, MTL_FS performs
slightly better than MTL_B. In fact, sharing features directly
usually requires the researcher to manually design the feature
sharing module according to specific tasks and will introduce
additional computational overhead in the inference phase.
However, our proposed approach uses contrastive learning to
enable the network to learn autonomously the homogeneity
and heterogeneity of different tasks without introducing
any computational overhead. From the experimental results,
with the CTC module, MTL_B + CTC achieves a better
performance than MTL_B and MTL_FS, indicating that the
proposed CTC module allows the network to learn consistent
information and reduce the negative transfer between tasks.
In addition, the results of MTL_B + CPC also show that
the CPC module can fully exploit the features between

Fig. 9. t-SNE visualization of semantic features learned (right) with and
(left) without our proposed CPC module. Features are colored according to
their class labels. Confusion areas are marked with red circles.

related tasks. Finally, the full model (MTL_B + CTC +

CPC) achieves the best performance on both the tasks.
To better understand the impact of the CPC module on
the discriminative power of the model, we visualize the
semantic features learned with the original cross-entropy loss
and our proposed loss function in Fig. 9. As shown in
the figure, among the features learned with our proposed
loss function, the features with the same class are more
compact, while the features with different classes are more
discriminative, suggesting that our method indeed promotes
intraclass consistency and interclass inconsistency through
contrastive learning.

2) Effect of CTC Modules: In this part, we conduct a series
of experiments to validate the effectiveness of the CTC module
and analyze each component of the CTC module from the
following two aspects.

a) Analysis on the transformer-based vectorization layer:
How to generate task-specific embeddings is particularly
important for the network to learn the correlation and
difference between various tasks. To verify the effectiveness
of our transformer-based vectorization layer, we design three
different feature vectorization methods.

1) Flatten the feature directly.
2) Pass MLP after flattening the feature.
3) Feed into the transformer-based vectorization layer.

The results are shown in Table IV, from which we can
see that our strategy achieves the best results. We believe
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TABLE IV
PERFORMANCE COMPARISON BETWEEN
DIFFERENT VECTORIZATION METHODS

this is because the transformer decoder treats task-specific
embeddings as a sequence-to-sequence problem and is able
to encode global information about each input feature.
In addition, we found that a single-layer transformer decoder
can achieve comparable results to a multilayer decoder. This
shows that complex structure stacking is not necessary for
feature vectorization.

b) Analysis on the position of CTC modules: In our
task-specific decoders, there are four scales of task features
(F1–F4 in Fig. 2), and we apply the CTC module to different
scales to study its effect on the model performance, and the
results are reported in Table V. We can see that in the process
of applying the CTC module to each scale feature step by step,
the model performance improves more significantly when the
CTC module is applied to the bottom features (F1 and F2),
and the performance of both the tasks decreases when the
module is applied to the top layer features (F3 and F4).
In addition, there is essentially no performance improvement
when the CTC module is used on the top layer (F3 and F4)
features alone. We believe this is because the high-resolution
top layer (F3 and F4) features mainly describe low-level
features such as texture and color of the input images, whereas
the low-resolution bottom layer (F1 and F2) features mainly
describe higher order semantic information [81], which can
better describe the intrinsic characteristics of SS and height
estimation, which is helpful for the network to learn the
intrinsic relevance of the two tasks.

3) Effect of CPC Modules: In this part, we conduct a set of
experiments to validate the effectiveness of the CPC module
and analyze each component of the CPC module from the
following three aspects.

a) Analysis on the memory bank: In this part, we validate
our categorywise memory bank design, and the results are
shown in Fig. 10. A memory bank size of 0 means that the
CPC module only calculates pixel contrastive loss in a single
mini-batch. In Fig. 10, as the memory bank size gradually
increases, we observe a consistent performance gain for both
the tasks, as evidenced by the rise in mIoU for SS and the
drop in RMSE for HE. Furthermore, there is no significant
improvement in model performance when the size of the
memory bank exceeds 60 000, which is consistent with the
observation of [57]. Overall, the results prove that our memory
bank can improve the performance of contrastive learning.

b) Analysis on the hard anchor sampling strategy: To
verify the effectiveness of our proposed hard anchor mining
strategy, we designed the following strategies.

TABLE V
IMPACT OF DIFFERENT CTC MODULE POSITIONS ON MODEL

PERFORMANCE. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

Fig. 10. Performance ranges for SS (with respect to mIoU) and HE (with
respect to RMSE) for different memory bank sizes.

1) Random Sampling: Anchor embeddings are selected
randomly, without distinguishing between difficult and
easy samples.

2) Wrong Prediction Sampling: Pixels with incorrect
semantic prediction are treated as hard anchors. When
calculating the CPC loss, half of the anchors are
randomly sampled and the other half are hard anchors.

3) Uncertainty Sampling Strategy (Ours): In contrast to
direct sampling of pixels with prediction errors, we use
pixels with high semantic prediction uncertainty as
hard anchors, similar to wrong prediction sampling,
when calculating the CPC loss, half of the anchors are
randomly sampled and the other half are hard anchors.

Table VI reports the results of various sampling strategies.
The following conclusions can be drawn from the table:
1) our sampling strategy achieves better results compared
with random sampling, e.g., 82.1% → 83.5% on mIoU
and 1.807 → 1.617 on RMSE, proving the effectiveness of
our strategy; 2) compared with wrong prediction sampling,
the uncertainty sampling strategy is able to achieve more
performance improvement, e.g., 83.5% versus 83.0% on mIoU
and 1.617 versus 1.704 on RMSE; and 3) in addition to
the SS task, which gains a significant improvement from
our sampling strategy, the HE task is also able to gain
some performance improvements. We believe this is because
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TABLE VI
PERFORMANCE COMPARISON BETWEEN DIFFERENT

ANCHOR SAMPLING METHODS

TABLE VII
IMPACT OF DIFFERENT CPC MODULE POSITIONS ON MODEL PERFOR-

MANCE. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

TABLE VIII
COMPUTATIONAL TIME OF DIFFERENT METHODS ON THE

VAIHINGEN DATASET AND THE POTSDAM DATASET

the sampling strategy is based on semantic guidance, but
the inherent relevance of elevation information to semantic
information makes the sampling strategy beneficial for the
elevation estimation task as well.

c) Analysis on the position of CPC modules: The CPC
module calculates the loss of contrastive learning based
on semantic guidance that pulls together pixel embeddings
belonging to the same semantic class and pushes apart pixel
embeddings belonging to different semantic classes. In line
with this theory, performance should be better when the CPC
module is used with the high-resolution features (F3 and
F4) which have more detailed pixel information. To verify
our assumption, similar to the CTC module, we applied the
CPC module at different scales to investigate its effect on
model performance, and the results are reported in Table VII.
In contrast to the CTC module, the CPC module obtains better
performance on high-resolution features, which is consistent

with our assumption. We believe this is due to the fact that
in low-resolution features, one point corresponds to multiple
pixels in the original image, and these points may correspond
to pixels of different semantic classes, and this confusability
is detrimental to the performance of the CPC module.

4) Computational Time: Furthermore, we report the
computational time of different methods in Table VIII. We test
our network on a single Nvidia TITAN RTX with 24-GB GPU
memory. As shown in the table, our network takes less time
than the sum of two STL methods (11.361 versus 17.583 s in
total), which demonstrates the efficiency of MTL networks.
In addition, our method takes about the same amount of
time as MTL_B, which indicates that our method does not
introduce additional computational overhead during the testing
phase.

V. CONCLUSION

In this article, we leverage the advantages of contrastive
learning and propose a novel MTL framework for joint
learning of SS and HE of remote sensing images. Specifically,
through CTC loss, the model explores the relationship between
semantic and height information and maximizes the mutual
information of different task features. In addition, the CPC
loss enforces the model to produce a semantic category
discriminative pixel embedding and improve both the tasks.
The proposed method is simple yet effective and does not
introduce any computational burden during the inference
phase. A comprehensive set of experimental results on the
ISPRS Vaihingen and Potsdam datasets demonstrate the
outperformance of our method over the existing state-of-
the-art methods. In future work, in addition to semantic
guidance, we will further explore the possibility of using
height information to guide the network for contrastive
learning, which will bring performance improvements to both
the SS and HE tasks.
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