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A B S T R A C T   

Land use and land cover maps provide fundamental information that has been used in different types of studies, 
ranging from public health to carbon cycling. However, the existing remote sensing image classification methods 
thus far suffer from the insufficient usage of multiple modalities, underconsideration of prior domain knowledge, 
and poor performance on minority classes. To alleviate these problems, we propose a novel domain knowledge- 
guided deep collaborative fusion network (DKDFN) with performance boosting for minority categories for land 
cover classification. More specifically, the DKDFN adopts a multihead encoder and a multibranch decoder 
structure. The architecture of the encoder probablizes sufficient mining of complementary information from 
multiple modalities, which are Sentinel-2, Sentinel-1, and SRTM Digital Elevation Data (SRTM) in our case. The 
multibranch decoder enables land cover classification in a multitask learning setup, performing semantic seg-
mentation and reconstructing multimodal remote sensing indices, which are selected as representatives of 
domain knowledge. This design incorporates domain knowledge in an effective end-to-end manner. The training 
stage of our DKDFN is supervised by our proposed asymmetry loss function (ALF), which boosts performance on 
nearly all categories, especially the categories with a low frequency of occurrence. Ablation studies of the 
network suggest that our design logic is worth testing in any network with an encoder-decoder structure. The 
study is conducted in Hunan, China and is verified using a self-labeled multimodal unitemporal remote sensing 
image dataset. The comparative experiments between DKDFN and 6 state-of-the-art models (U-Net, SegNet, 
PSPNet, DeepLab, HRNet, MP-ResNet) testify to the superiority of our method and suggest its potential to be 
applied more widely to map land cover in other geographical areas given the availability of Sentinel-2, Sentinel- 
1, and SRTM data. The dataset can be downloaded by https://github.com/LauraChow/HunanMultimodalDataset 
.   

1. Introduction 

Human activities, as well as environmental changes, exert a pro-
found impact on the distribution of the physical cover of the Earth’s 
surface (Running, 2008). To acquire timely information on land cover 
and satisfy the demands of policy-makers and landscape planners, an 
efficient and accurate land cover classification algorithm is significant. 
Such an algorithm should be able to be applied to various spheres, 
ranging from socioeconomic to scientific, such as land resource man-
agement (Ardila et al., 2011; Ozdarici-Ok et al., 2015; Zhang and 
Kovacs, 2012), public health (Liang et al., 2010; Xu et al., 2004), climate 
change studies (Hibbard et al., 2010; Imaoka et al., 2010), and carbon 
cycling (Ganzeveld et al., 2010; Liu et al., 2011; Poulter et al., 2011). 

The rise of remote sensing technology probabilizes the automation of 
land cover mapping by means of providing ground surface observations 
over space and time, and the follow-up algorithms employing this in-
formation complete the mapping from remote sensing imagery to the 
pixelwise labels of land cover (Gong et al., 2013; Hurskainen et al., 
2019; Jun et al., 2014). Given the extensive applications of land cover 
maps and the availability of remote sensing imagery, land cover map-
ping has attracted extensive research interest (Li et al., 2020a; Liu et al., 
2021; Tong et al., 2020). Although numerous methods have been pro-
posed, off-the-shelf land cover classification methods tend to insuffi-
ciently consider many factors, such as domain knowledge and the 
utilization of multimodalities. Hence, land cover mapping is still facing 
challenges and deserves further investigation. 
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The characterization of land cover, by its nature, can be regarded as a 
semantic segmentation task (Li et al., 2021a), to which either traditional 
machine learning or deep learning algorithms are applied. The most 
commonly used machine learning methods, such as support vector 
machines (SVMs) (Cortes and Vapnik, 1995), random forests (RFs) 
(Breiman, 2001), and XGBoost (Chen and Guestrin, 2016), are limited in 
feature extraction. As a result, first, handcrafted spectral and textual 
features need to be retrieved for the following feature classification 
process. Limited by the representation ability of handcrafted features, 
machine learning methods often fail to achieve high accuracy and 
robustness. Deep learning (LeCun et al., 2015; Li et al., 2021b), however, 
does not require great effort to apply to feature engineering. As a 
representative data-driven method, deep learning integrates feature 
extraction and feature classification in an end-to-end manner. Currently, 
deep learning-based semantic segmentation networks, such as U-Net 
(Ronneberger et al., 2015), DeepLab V3+ (Chen et al., 2018), and HRNet 
(Sun et al., 2019), have proven their versatility by achieving state-of- 
the-art performance in varying domains, including remote sensing 
research (Li et al., 2020b); and good performance in land cover mapping 
has been achieved (Calderón-Loor et al., 2021; Hurskainen et al., 2019; 
Nguyen et al., 2020). Nevertheless, there is still room for improvement 
since the characteristics of remote sensing data and tasks are under-
considered and the traits of the class distribution have not received 
much attention. 

The current deep learning-based remote sensing land cover tech-
niques mainly suffer from the following three challenges: (1) First, 
incorporating domain knowledge is not trivial. As data-driven methods, 
deep learning models tend to exhibit unfavorable performance given 
insufficient labeled training data, which calls for the incorporation of 
prior domain knowledge that can be integrated into the learning pro-
cess, posing constraints on or guiding the training; and thus leads to a 
trustworthy derived model (von Rueden et al., 2019). However, domain 
knowledge in remote sensing areas suffers from clumsy incorporation 
strategies (e.g., postprocessing) (Chamorro Martinez et al., 2021; Li 
et al., 2021c) or does not guarantee extensibility (Chamorro Martinez 
et al., 2021; El Hajj et al., 2009; Rees et al., 2003; Waldner et al., 2015; 
Zhou et al., 2021). (2) The second challenge refers to the utilization of 
multiple modalities. In order for deep learning models to make progress 
in the interpretation of land cover, they need to be able to interpret and 
reason about multimodal messages (Baltrušaitis et al., 2017). Currently, 
the wealth of remote sensing sensors and observation techniques (e.g., 
active and passive) results in data from different modalities. However, 
the multimodal data are either not considered in studies (Calderón-Loor 
et al., 2021; Gong et al., 2013; Li et al., 2020a; Liu et al., 2021; Nguyen 
et al., 2020; Sica et al., 2019) or the fusing strategy fails to fully mine 
complementary features across modalities (Amarsaikhan et al., 2010; 
Belenguer-Plomer et al., 2021; Van Beijma et al., 2014; Wan et al., 
2019). (3) The third challenge is tackling imbalanced land cover types, 
which deteriorates the model performance. In the land cover classifi-
cation task, it is not easy to figure out which land cover is the most 
important one; some land covers might account for only a small part of 
all land covers, but they still serve significant environmental functions. 
The accuracy of under-represented land covers are important to evaluate 
the overall model performance. The skewed data problem is a pervasive 
challenge and is ubiquitous in all learning paradigms, ranging from 
traditional machine learning to deep learning (Johnson and Khoshgof-
taar, 2019; Ortigosa-Hernández et al., 2017; Prati et al., 2015). 
Commonly, this issue is solved by a reweighting scheme, which is prone 
to be affected by many factors (Kellenberger et al., 2018); or by intro-
ducing a novel loss function, such as Dice coefficient (Milletari et al., 
2016). Since the commonly used loss functions (e.g., Dice coefficient) 
targeting imbalanced datasets are designed for binary classification, 
they require some transformation to fit in the multiclass problem. 

To address the aforementioned problems concerning multimodality 
data fusion, incorporating prior knowledge, and the cooperative classi-
fication of imbalanced land cover categories, we propose a novel deep 

network called the domain knowledge-guided deep collaborative fusion 
network (DKDFN). The DKDFN aims to fully exploit the information of 
the three modalities of optical, SAR, and topography in conjunction and 
assimilates the generalizable domain knowledge sufficiently in an end- 
to-end fashion. In addition, the DKDFN is supervised by one new 
asymmetry loss function (ALF), which promotes the accuracy of nearly 
all categories, especially the minority categories. More specifically, the 
DKDFN adopts a multihead encoder and a multibranch decoder struc-
ture. By encoding data from various modalities separately and fusing the 
extracted features with our proposed deep collaborative fusion scheme, 
the multihead encoder mines the complementary characteristics of three 
modalities: Sentinel-2, Sentinel-1, and SRTM Digital Elevation Data 
(SRTM). The multibranch decoder cooperates with the multihead 
encoder by assimilating a hierarchy of information extracted by the 
encoder. It also accomplishes land cover classification in a multitask 
learning setup, completing semantic segmentation with the ALF and the 
reconstruction of domain knowledge at the same time. We select 
multimodal remote sensing indices, which have been proposed by 
remote sensing experts and testified extensively, as the representatives 
of domain knowledge in this study. This design of our multibranch 
decoder ensures a highly generalizable and effective solution for 
incorporating domain knowledge. In the future, more types of domain 
knowledge can be tested in this framework. In addition, the ALF poses 
constraints on the semantic segmentation task, both globally and locally, 
due to its asymmetric structure. The ALF works by supervising the 
classification of all classes using a robust loss function, serving as a 
global constraint, while using another loss function designed for 
imbalanced datasets to supervise rarely occurring categories, serving as 
local constraints. In summation, complementary characteristics from 
different modalities can be extracted sufficiently by our multihead 
encoder, highly generalizable domain knowledge can be assimilated 
using a a multibranch decoder, and minority categories receive more 
attention when leveraging the ALF. 

To fully verify the effectiveness of the presented DKDFN, our study is 
conducted in Hunan, a representative province in China. Hunan has an 
area of approximately 210,000 km2, and its environmental system is 
diverse and complex, with three ecoregions lying in it. The experimental 
results reflect improvements for nearly all classes, with the accuracies of 
the minority classes increasing by a large margin. Although our study is 
conducted in Hunan, its implications in terms of the suitability of 
Sentinel-2, Sentinel-1 observations, and SRTM and the derived 
improvement level are applicable to other multimodal semantic seg-
mentation tasks in remote sensing areas regardless of the classes of in-
terest or the specific region in the world. To complement the multimodal 
dataset in the remote sensing area, we also open-source a multimodal 
dataset in Hunan, China for 2017. The dataset delineates 7 land cover 
types: cropland, forest, grassland, wetland, water, unused land, and 
built-up area. All data are preprocessed as 256 by 256 Sentinel-2, 
Sentinel-1, and SRTM image blocks; and the corresponding reference 
semantic labels at a 10 m spatial resolution are included. Our dataset 
covers 32,768,000 pixels. 

The main contributions of this paper can be summarized as follows: 

a. This paper proposes a new domain knowledge-guided deep collab-
orative fusion network (i.e., the DKDFN), which collaboratively fuses 
multimodal data and assimilates highly generalizable domain 
knowledge (e.g., remote sensing indices) at the same time. Addi-
tionally, the idea of modality fusion and knowledge incorporation 
can be easily extended to any network with an encoder-decoder 
structure. 

b. This paper proposes a new loss function with an asymmetric struc-
ture (i.e., the ALF). Different loss functions are used to supervise the 
channels belonging to minorty and nonminority classes. This design 
can increase the accuracies of nearly all categories, especially classes 
with a low frequency of occurrence. This loss is highly flexible and 
worth testing for any imbalanced dataset. 
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c. Finally, this paper collects and releases a new multimodal remote 
sensing image dataset for land cover classification (https://github. 
com/LauraChow/HunanMultimodalDataset). Specifically, the data-
set contains image blocks with pixel-level labels for cropland, forest, 
grassland, wetland, water, unused land, and built-up area, covering 
32,768,000 pixels in Hunan, China. 

The remainder of this paper is organized as follows. The related work 
is detailed in Section 2. Section 3 specifically displays our multimodal 
dataset. Section 4 introduces the proposed DKDFN. Section 5 reports the 
experimental results. Finally, Section 6 concludes the paper. 

2. Related work 

In this section, we briefly review the most relevant works in terms of 
the aforementioned aspects, including multimodal data classification 
with deep learning, prior knowledge-based deep learning, and remote 
sensing image classification with unbalanced categories. 

2.1. Multimodal data classification with deep learning 

In recent years, multimodal remotely sensed imagery has been 
generated at an unprecedented rate (e.g., Landsat, MODIS, Sentinel-1, 
and Sentinel-2 imagery), which benefits land cover mapping by 
providing affluent spatial and spectral information. A key aspect toward 
the goal of classification is how to fully utilize the wealth of multimodal 
data. However, some researchers only consider single modal data 
(Calderón-Loor et al., 2021; Gong et al., 2013; Li et al., 2020a; Liu et al., 
2021; Matikainen et al., 2020; Nguyen et al., 2020; Pan et al., 2020; Sica 
et al., 2019), which has some limitations since each modality has its own 
restrictions (e.g., the persistent cloud coverage of optical imagery and 
the speckle noise of synthetic aperture radar). In many cases, it is true 
that single modality utilization is able to achieve high accuracy (Phiri 
et al., 2020; Phiri and Morgenroth, 2017). For example, as reviewed by 
Phiri et al., most of the Sentinel-2-based methods are able to achieve 
land cover classification accuracy over 80%. Nevertheless, increasing in 
accuracy is also reported when Sentinel-2 data is integrated with other 
modalities. Thus, a single modality solution might benefit from other 
complementary and meaningful modalities. Studies concerning multi-
modal fusion have been exploited, among which the fusion of optical 
and synthetic aperture radar (SAR) imageries is the most frequently 
discussed combination of modalities (Ghorbanian et al., 2020; Ienco 
et al., 2019; Liu et al., 2019; Sukawattanavijit et al., 2017; Symeonakis 
et al., 2018). For instance, the overall accuracy of winter land use using 
the combination of Sentinel-2 and Sentinel-1 outweighs that of their 
Sentinel-2 only and Sentinel-1 only counterparts (Denize et al., 2018). 
However, topographic information, which can be seen as an extra mo-
dality and has been reported to greatly enhance land cover separation 
(Buchner et al., 2020; Hurskainen et al., 2019), seldom cooperates with 
optical and SAR data. Putting aside the incomplete combination of 
modalities, the fusion strategy of multimodal data also deserves further 
consideration. Previous works tend to concatenate features from 
different modalities at the beginning, regardless of whether these fea-
tures have undergone a transformation for integration (e.g., the Brovey 
transform, wavelet-based fusion, the Elhers fusion, and PCA) or a feature 
extraction process (e.g., spectral, textual, and topographical feature 
generation); and feed them directly into the classifier (Amarsaikhan 
et al., 2010; Belenguer-Plomer et al., 2021; Van Beijma et al., 2014; Wan 
et al., 2019). This type of tactic, together with fusing the results from 
each individual modality (Bigdeli and Pahlavani, 2016; Shao et al., 
2016), can suppress either the intra- or intermodality representation 
from being efficiently modeled, which has been proven by researchers in 
the computer science community (Hazirbas et al., 2016; Jiang et al., 
2018; Zadeh et al., 2017; Zhang et al., 2020). In other words, the more 
appropriate strategies of multimodal fusion are methods that allow 
fusion to occur on multiple layers of a deep model. 

2.2. Prior knowledge-based deep learning 

The data-driven nature of deep learning methods limits their per-
formance given insufficient labeled training data, which is a common 
case in remote sensing areas. When sufficient training data are unavai-
lable, prior domain knowledge can be integrated into the learning pro-
cess, posing constraints on or guiding the training and leading to a 
trustworthy derived model (von Rueden et al., 2019). The recent growth 
of research activities in knowledge incorporation has testified to the 
effectiveness of data- and knowledge-driven combinations. However, 
there are still some issues in the knowledge-integrated methods in the 
remote sensing field. For example, the workflow of some knowledge- 
based methods is not succinct. Two-stage learning (Li et al., 2022) and 
postprocessing (Chamorro Martinez et al., 2021) are considered in 
research; however, these approaches complicate the learning process, 
and the final performance highly relies on the results of the last stage. 
Moreover, in some studies, the knowledge used does not guarantee 
generalizability, which means that the methods cannot be easily 
extended to other areas or globally. Prior expert knowledge of particular 
sites enhances performance (Chamorro Martinez et al., 2021; El Hajj 
et al., 2009; Rees et al., 2003; Waldner et al., 2015; Zhou et al., 2021), 
but domain expert knowledge is unavailable in many regions. Some 
knowledge is computationally extensive to retrieve (Cui et al., 2021), 
thus restricting the applications of these methods in case studies. Some 
researchers selected released maps (e.g., GlobeLand30) in their studies 
(Li et al., 2020a; Lin et al., 2019), but noisy labels may introduce 
instability in the learning process. To achieve an efficient and extensible 
knowledge-based solution, generalizable geographical knowledge needs 
to be integrated and assist the training process in an end-to-end manner. 

2.3. Remote sensing image classification with unbalanced categories 

Skewed class problems commonly occur in classification tasks. Due 
to the difference in number between classes, the algorithms tend to 
become biased toward the majority values present and do not perform 
well on the minority values. Oversampling of classes with low occur-
rence rates (Buda et al., 2018) or undersampling majority classes can be 
a possible solution, but this approach is not appropriate for multiclass 
semantic segmentation as minority classes and majority classes tend to 
be mixed up in a sample and it is not easy to oversample or undersample 
only part of it. A class reweighting scheme may help to ease the data 
imbalance problem by disincentivizing ignorance to rare classes, but the 
exact weights of categories of interests depend on many factors (e.g., 
data value range, the amount of data, and the training model) and vary 
between problems to (Kellenberger et al., 2018). Some novel loss 
functions, such as the Dice coefficient (Milletari et al., 2016), have been 
proposed to handle the heavy imbalance between the foreground and 
background and are reported to be superior to sample reweighting. 
Since the Dice coefficient is originally designed for the binary classifi-
cation problem and has an unstable gradient, it needs to be adapted to fit 
this multiclass semantic segmentation task. 

3. Study area and data 

3.1. Study area 

The study is conducted in Hunan, China, as shown in Fig. 1. Hunan is 
situated between 108◦ 47′–114◦ 16′ east longitude and 24◦ 37′–30◦ 08′

north latitude with an area of approximately 210,000 km2. Located in 
the central part of the Chinese mainland, Hunan borders the divisions of 
other provinces from southern China, western China, and eastern China, 
making it a geographically representative province. Diverse landforms 
and low hills with crisscrossing mountains and valleys characterize 
Hunan’s geographical appearance. Mountains and hills occupy more 
than 80% and plains occupy less than 20% of the province. According to 
the Terrestrial Ecoregions of the World (TEOW) (Olson et al., 2001), 
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three ecoregions lie in Hunan Province. All of these results illustrate the 
complex and diverse environmental system of the study area (Fig. 1). 

3.2. Data 

We build a multimodal dataset for 2017 for the landcover classifi-
cation task in Hunan. Sentinel-2, Sentinel-1 and SRTM composites are 
created as the input images. They are selected for their complementary 
characteristics. The richness of the spectral bands of Sentinel-2 suffices 
as input information; however, as optical imagery, Sentinel-2 is prone to 
be affected by weather. Sentinel-1, in contrast, is capable of performing 
well in all weather conditions thanks to its physical backscattering 
characteristics (Nghiem et al., 2009). However, shadow and topographic 
effects limit its efficacy. As a result, SRTM is considered to provide extra 
topographic information. We expect a triplet of data sources to be 
instrumental to performance gain in our land cover classification task. 

Although sufficient information can be extracted from these 3 mo-
dalities, data preprocessing is still pivotal for better data quality. 

As clouds and cloud shadows may have negative effects on multi-
spectral images, Sentinel-2 imagery, the primary input data, undergoes 
careful preprocessing to preclude these harmful regions. For all Sentinel- 
2 images in 2017, the FMASK algorithm (Zhu et al., 2015) is applied for 
clouds, cloud shadows, and snow masking. Then, the cloud-free com-
posite of Sentinel-2 is created by temporally aggregating these cloud- 
free images using the algorithm proposed by (Schmitt et al., 2019). 
We select 10 bands from Sentinel-2. B1 (Coastal aerosol), B9 (Water 
vapor), and B10 (SWIR - Cirrus) are excluded for their low correlation to 
the land cover classification task. 

The Sentinel-1 data are preprocessed by the Sentinel-1 Toolbox in the 
Google Earth Engine (GEE); and the preprocessing includes thermal 
noise removal, radiometric calibration, terrain correction and decibel 
conversion. The data are in the dual-polarization (VV and VH). To 
reduce speckle noise, temporal mean mosaicking is applied to obtain a 

Sentinel-1 composite (Quin et al., 2014). 
The SRTM dataset in our study is composed of the original elevation 

layer plus a slope layer derived from the DEM data. Although SRTM does 
not temporally align with Sentinel-2 and Sentinel-1, topographic infor-
mation can be considered constant to some extent (Lin et al., 2020; 
Rennó et al., 2008; Sesnie et al., 2008). 

All data are resampled to a resolution of 10 m, the finest spatial 
resolution of the three modalities. We utilize the default resampling 
strategy nearest neighbor in GEE. The sensors and their corresponding 
bands in use are listed in Table 1. 

We randomly select 256 by 256 image tiles as our experimental data, 
and the semantic references of the image tiles and manually labeled by 
domain experts (Fig. 2) primarily using the Sentinel-2 mosaic. For areas 
with ambiguity, we refer to high-resolution imagery from Google Earth 
for visual interpretation. The study considers 7 land cover types: crop-
land, forest, grassland, wetland, water, unused land, and built-up area. 
The data distribution of these land cover types is imbalanced (Table 2) 

Fig. 1. The geolocation of our study area.  

Table 1 
Sources of the Sentinel-2, Sentinel-1, and SRTM data.  

Data 
Type 

Product Bands Spatial 
Resolution 

Available 
time 

Sentinel- 
2 

Sentinel-2 MSI B2, B3, B4, B5, B6, 
B7, B8, B8A, B11, 
and B12 

10 m and 
20 m 

Jan. 1, 
2017– 
Dec. 31, 
2017 

Sentinel- 
1 

Sentinel-1 SAR VV and VH 10 m Jan. 1, 
2017– 
Dec. 31, 
2017 

SRTM SRTM Digital 
Elevation Data 
Version 4 

Elevation and 
slope 

30 m Feb. 11, 
2000– 
Feb. 22, 
2000  
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with grassland, wetland, and unused land accounting for a particularly 
small part (10.80% in total), showing the difficulty of this land cover 
classification task. Our dataset covers 32,768,000 pixels and the ratio for 
the training, validation, and testing tiles is 8:1:1. Training data are used 
for model learning while validation data are used for model selection. 

Finally, the model achieving the best accuracy on the validation set is 
successively employed to perform the land cover classification on the 
test set. There exists no overlap between the training set, validation set, 
as well as testing set. 

To avoid overfitting and improve the performance of deep neural 

Fig. 2. Overview of our multimodal dataset.  

Table 2 
Land cover class distribution.   

Forest Cropland Water Built-up Area Grassland Wetland Unused Land 

Percentage  42.37%  23.34%  13.35%  10.14%  7.35%  1.89%  1.56%  

Fig. 3. The overall architecture of our proposed DKDFN. DKDFN is composed of multi-head encoder (greenish part), multi-branch decoder (purple part), and is 
supervised in a knowledge-guided manner (blue part). 
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networks, the original training set is augmented using various data 
augmentation methods including horizontal flipping, vertical flipping, 
transposition, blurring, random gamma correction, grid distortion, 
random sized cropping, and shift scale rotation. No data augmentation is 
employed on the validation set and testing set to ensure a reliable 
assessment of experimental results. 

4. Methodology 

In this section, we present the details of our proposed DKDFN. To 
effectively fuse multimodal data and assimilate domain knowledge, this 
paper presents a novel deep network whose architecture is shown in 
Section 4.1. In addition, the corresponding optimization loss function 
used to train the network is introduced in Section 4.2. 

4.1. Dkdfn 

The architecture of our proposed DKDFN is illustrated in Fig. 3. The 
proposed architecture comprises two well-designed parts: a multihead 
encoder and a multibranch decoder. The multihead encoder aims to 
collaboratively fuse multimodal data, and the multibranch decoder 
adaptively assimilates domain knowledge using a multitask learning 
mechanism. 

As shown in Fig. 3, the multihead encoder is for the full absorption of 
multimodal data. It assesses three modalities, Sentinel-2, Sentinel-1, and 
SRTM, with the help of three individual encoders and extracts their 
corresponding feature hierarchies separately. The multilevel features of 
each modality are then fused by a feature fusion module, so features 
from all modalities are combined collaboratively to provide information 
for the decoder. The design of our multihead encoder is able to mine the 
complementary features from different modalities and fuse them syn-
ergistically, thus enabling better classification accuracy. 

The multibranch decoder is designed for domain knowledge-guided 
semantic segmentation, and it consists of two decoding branches 
addressing two tasks: one branch is for land cover semantic segmenta-
tion, and the other branch is for the reconstruction of domain knowl-
edge. In this study, empirical indices from different modalities (e.g., 
NDVI) are deemed as the approximation of various domain knowledge 
sources. Benefiting from the flexible framework, one can easily explore 
more types of domain knowledge (e.g., artificial visual features and 
quantitative inversion products) in future work. The layers of each 
decoder jointly fuse features from three modalities. The multibranch 
decoder gradually upscales the feature maps to the original resolution 
and finally localizes land cover types of interest in a domain knowledge- 
guided manner. The design of our multibranch decoder incorporates 
domain knowledge in an effective way. Knowledge from multiple 
modalites guides the learning process of the DKDFN, leading to perfor-
mance improvements. 

4.1.1. Multihead encoder for collaboratively fusing multimodal data 
The multimodal message interpretation and reasoning ability assists 

deep learning models in progressing in the classification of land cover. 
To fully exploit the data of the three modalities, we design a multihead 
encoder. It consists of three encoders that share the same structure but 
different convolution types to satisfy different modal characteristics. All 
three encoders are similar to the original U-Net encoder (Ronneberger 
et al., 2015). These encoders consist of two connected 3x3 convolutions 
with a padding of 1. Each convolution layer is followed by a batch 
normalization layer to reduce internal covariance shifting (Ioffe and 
Szegedy, 2015), a rectified linear unit (ReLU) (Glorot et al., 2011) to 
map layer output to a nonlinear space, and a 2x2 max pooling operation 
with a stride of 2 for downsampling. We double the number of feature 
channels after performing each downsampling, except for the last layer 
of each encoder. Although they have the same architecture, different 
convolution operations are used across modalities. The normal convo-
lution is implemented in the Sentinel-2 encoder while the depthwise 

separable convolution (Chollet, 2017) is used in the Sentinel-1 and the 
SRTM encoders. We adopt this design since 10-band Sentinel-2 data may 
require a relatively complicated architecture while lightweight branches 
may be appropriate for 2-band Sentinel-1 and 2-band SRTM data to 
avoid overfitting. 

Through the encoding stage, feature hierarchies of the three mo-
dalities are extracted. Feature maps belonging to the same level but 
different modalities need to go through a feature fusion module to serve 
as the input of the symmetric layer in the multibranch decoder. The 
feature fusion module takes the feature maps of the three modalities as 
inputs. Since these features come from different modalities, we concat-
enate these features and reduce the number of channels by two-thirds 
using a 1x1 convolution rather than summing up the features directly. 
Batch normalization and ReLU are performed afterward, balancing the 
scale of fused features and adding nonlinearity. 

The multihead encoder is able to mine the complementary charac-
teristics across modalities due to each well-designed individual encoder, 
which can extract modality-specific features separately. Features from 
different modalities are treated equally by the feature fusion module, 
avoiding modality bias. In this way, sufficient multimodal extraction 
and fusion are ensured. 

4.1.2. Multibranch decoder for adaptively assimilating domain knowledge 
Although deep learning has achieved great success in computer 

vision, it still suffers from some extent of performance degradation after 
being transferred to the remote sensing field. Incorporating domain 
knowledge seems to be a promising strategy to guide the training pro-
cess to achieve a more trustworthy model. To pursue an efficient and 
extensible knowledge-based solution, generalizable geographical 
knowledge should be integrated, and the knowledge should assist the 
training process in an end-to-end manner. To this end, we design our 
multibranch decoder, which completes land cover semantic segmenta-
tion and domain knowledge reconstruction at the same time. This design 
efficiently incorporates end-to-end domain knowledge. In our case, 
multimodal remote sensing indices (RSIs) are selected as domain 
knowledge. They are highly generalizable and can be generated from 
related data bands. 

More specifically, our proposed multibranch decoder is composed of 
two individual decoders: one for semantic segmentation and the other 
for domain knowledge reconstruction. These two decoders share the 
same network architecture, which is symmetric to the structure of each 
individual encoder. Upsampling is performed with bilinear interpola-
tion. The decoders both take the fused multimodal features from our 
multihead encoder hierarchically as inputs, but they differ from each 
other in their output. Densely labeled land cover maps are used to su-
pervise the semantic segmentation process, and task-specific multi-
modal RSIs are used to supervise the domain knowledge reconstruction 
decoder. Our multibranch decoder achieves domain knowledge-guided 
semantic segmentation by completing two tasks together. One process 
is the semantic segmentation process (Eq. (1)). 

R SMT = fSMT(XS2,XS1,XSRTM ; θSMT ) (1) 

where R SMT denotes the output of the semantic segmentation 
process, which is supervised by our semantic label; θSMT denotes the 
parameter weights of the multihead encoder and semantic segmentation 
decoder; and fSMT(.; .) denotes the semantic segmentation mapping 
function. The other process is the domain knowledge reconstruction 
process (Eq. (2)). 

R KW = fKW(XS2,XS1,XSRTM ; θKW) (2) 

where R KW denotes the output of the knowledge reconstruction 
decoder, which is supervised by our task-specific RSIs; θKW denotes the 
parameter weights of the multihead encoder and knowledge recon-
struction decoder; and fKW(.; .) denotes the domain knowledge recon-
struction mapping function. 

To achieve better performance, we carefully select our task-specific 
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multimodal RSIs. Seven RSIs (Table 3), four from Sentinel-2, two from 
Sentinel-1, and one from SRTM, are chosen for their reported effec-
tiveness in discriminating the land cover categories of interest. These 
indices capitalize on the different benefits of bands and are helpful 
knowledge in promoting accuracies. Furthermore, since these indices 
come from different modalities, they are able to pick up pixelwise 
spectral, SAR, and topographic patterns. This information can provide 
hints to guide our DKDFN during back propogation. 

The multibranch decoder is able to efficiently assimilate domain 
knowledge because it performs land cover classification while also 
reconstructing helpful domain knowledge, which can reduce the num-
ber of candidate functions mapped from the input to the output and 
result in a more reliable model. The domain knowledge we utilize does 
not demand expert knowledge and can be easily extended to other 
research as long as the input bands are accessible. It is also worth noting 
that although we consider multimodal RSIs in our case, the architecture 
of our decoder is flexible to reconstruct other types of domain knowl-

edge, such as pixelwise texture features. 

4.2. Multitask learning for optimizing the DKDFN 

We design the land cover classification task using a multitask 
learning setup with domain knowledge serving as guidance for the se-
mantic segmentation of land cover types. In the training stage, our 
proposed DKDFN, which is optimized in a supervised fashion by the ALF 
and the mean squared error (MSE), predicts the posterior probability 
and reconstructs the RSIs of each pixel (Eq. (3)). 

L MTL = L SMT(R SMT, y SMT)+α∙L KW(R KW, y KW)

=L SMT (fSMT(XS2,XS1,XSRTM ;θSMT),y SMT)
+α∙L KW

(fKW(XS2,XS1,XSRTM ;θKW),y KW)

(3) 

where L MTL denotes the total loss of our study. L MTL is the sum-
mation of L SMT , the loss from semantic segmentation; and L KW, the loss 

from knowledge reconstruction.y SMT is the semantic label, and y KW is 
the multimodal RSI calculated by our input multimodal data. The for-
mula of each channel in y KW is listed in Table 3. α is the weighting 
factor adjusting the contribution of L KW. 

4.2.1. Asymmetric loss function for semantic segmentation 
For performance boosting on minority categories, we propose an 

ALF. Our ALF, similar to its name, has an asymmetric structure and is 
able to supervise the semantic segmentation process depending on the 
situation. In particular, all output channels of each pixel are supervised 
by the generalized cross entropy (GCE) (Zhang and Sabuncu, 2018), a 
robust loss function for semantic segmentation. For output channels 
corresponding to minority classes, the Dice loss (Milletari et al., 2016) is 
employed as an additional constraint. In other words, the minority 
channels are supervised by a hybrid of the GCE and Dice loss while other 
channels are supervised by the GCE only. Eq. (4) presents the general 
form of our ALF.   

where R SMTc and y SMTc denote the cth channel of the model 
prediction and target, respectively. N is the number of pixels, and 
R SMTc

i and y SMTc
i represent the prediction and target at the cth 

channel of pixel i, respectively. CMNRT is the set of minority land cover 
categories, and CMJRT is the set of majority categories. q is the hyper-
parameter of the GCE and is empirically set to 0.9. β is the weighting 
factor that adjusts the contribution of the Dice loss for minority 
channels. 

The detailed calculation process of our ALF is presented in Fig. 4. The 
forward propagation of the DKDFN presents each pixel using logits, with 
each channel of the output denoted by z1 to zC, where C denotes the 
number of output channels, which equals the number of classes of in-
terest. Different actions are taken for different channels. First, global 
constraints are used to supervise all output channels. Specifically, the 
softmax is used to activate the logits of all channels, resulting in the 
probabilities of each class. These probabilities are used to calculate the 
GCE, which poses global constraints on all classes of interest. Then, local 
constraints, which are constraints for minorities, are applied. The out-
puts of channels corresponding to minority classes are denoted by zmnrt1 
to zmnrt3 in Fig. 4. The minority classes in our case are grassland, wetland, 
and unused land. The output logits of these minoirity classes are addi-
tionally activated by a sigmoid function. Consequently, the probabilistic 
output of each minority channel is obtained and becomes the input of 
the Dice loss together with the target label. This process poses additional 
local constraints on all minority classes. The loss of each minority 
channel is the summation of the GCE and Dice loss while the loss of other 
channels is the GCE only. 

It is worth noting that our ALF is identical to accomplishing two 
types of missions jointly. One mission is global optimization over all 
categories by minimizing the gap between the probability distribution of 
the prediction and target. The other mission is local optimization, which 

Table 3 
The RSIs of our study.  

Domain Knowledge-based Remote Sensing 
Index 

Data 
Source 

Formula 

Normalized Difference Built-up Index 
(NDBI) 

Sentinel-2 (B8 − B12)/(B8 +

B12)

Normalized Difference Vegetation Index 
(NDVI) 

Sentinel-2 (B8 − B4)/(B8 + B4)

Normalized Difference Water Index (NDWI) Sentinel-2 (B3 − B8)/(B8 + B3)

Bare Surface Index (NDBSI) Sentinel-2 (B4 − B2)/(B4 + B2)

Normalized Polarization (PoL) Sentinel-1 (VH − VV)/(VH +

VV)
Radar Vegetation Index (RVI) Sentinel-1 (4*VH)/(VV + VH)

Terrain Ruggedness Index (TRI) SRTM ∑8
i− 1|e − ei|/8  

L SMT =

{ GCE(R SMTc, y SMTc) + β∙Dice(R SMTc, y SMTc), ifc ∈ CMNRT

GCE(R SMTc, y SMTc), ifc ∈ CMJRT  

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑N

i=1
y SMTc

i (
1 − (R SMTc

i )
q

q
) + β∙

(

1 −

∑N

i=1
R SMTc

i y SMTc
i

∑N

i=1
(R SMTc

i )
2
+
∑N

i=1
(y SMTc

i )
2

)

, ifc ∈ CMNRT

∑N

i=1
y SMTc

i (
1 − (R SMTc

i )
q

q
), ifc ∈ CMJRT

(4)   
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is three separate optimizations over minority classes by treating each 
individual minority class as the foreground and the other classes as the 
background. 

We claim that our ALF is able to boost the performance on minority 
classes due to its asymmetric structure. The GCE ensures good perfor-
mance over all categories, and the extra Dice loss targeting each mi-
nority takes advantage of the design logic of the Dice loss. In other 
words, our ALF is capable of transferring the advantage of the Dice loss, 

which is designed for binary classification problems, to multiclass 
scenarios. 

4.2.2. MSE loss function for domain knowledge reconstruction 
We adopt the MSE as our loss function for the domain knowledge 

reconstruction decoder. The loss function is presented in Eq. (5). 

Fig. 4. Calculation process of the ALF. ALF works by posing a normal supervision on all channesls, which can be seen as global constraint (upper part), and also 
introducing additional constraints on minorities, which can be seen as local constraints (lower part). 
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L KW =
1

NCKW

∑N

i=1

∑CKW

j=1
(R KWj

i − y KWj
i)

2
(5) 

where CKW denotes the number of empirical knowledge channels, 
which is set to 7 in our study. R KWj

i and y KWj
i are the output and the 

knowledge value of pixel i at the jth channel, respectively. 

5. Experimental results and discussion 

5.1. Experimental setup and evaluation measures 

5.1.1. Experimental setup 
In this section, we elaborate on our implementation protocol in 

detail. The training details are depicted as follows. We train our network 
for 100 epochs. Minibatch stochastic gradient descent (SGD) with a 
momentum of 0.9 and a weight decay of 5e − 4 is employed to optimize 
the objective function with respect to the weights at all network layers. 
The “poly” learning rate strategy in which the initial rate is set to 0.01 
and then multiplied by (1 − iter

max iter)
power after each iteration with a power 

of 0.9 is applied. In terms of the weights of the ALF and knowledge 
reconstruction loss, the best hyperparameter values are chosen using 
grid search based on the model performance on the validation set, which 
is 1 for the ALF and 0.75 for knowledge reconstruction. 

All approaches, including our proposed approach and other base-
lines, are implemented using the PyTorch framework and conducted on 
a Dell station with 8 Intel Core i7-9700 k processors, 32 GB of RAM, and 
an NVIDIA GeForce RTX 3090TI. 

5.1.2. Evaluation measures 
The performance of our proposed DKDFN is comprehensively 

analyzed. We compute classwise measures, which are the intersection- 
over-union (IoU) (Eq. (6)), user’s accuracy (UA) (Eq. (7)), producer’s 
accuracy (PA) (Eq. (8)), F-score (Eq. (9)), and overall accuracy (OA). 

IoU =
|TP|

|TP + FN + FP|
(6)  

User’sAccuracy(UA) =
TP

TP + FP
(7)  

Producer’sAccuracy(PA) =
TP

TP + FN
(8)  

F − Score =
2∙PA∙UA
PA + UA

(9) 

where TP, FP, and FN represent the numbers of pixels that are true 
positives, false-positives, and false negatives for each class, respectively. 
In addition, the average of IoU, UA, PA, F-Score are also taken into ac-
count to give a holistic understanding of the model performance. Each 
land cover are assigned with the same weight as we think they are 
equally important and should be treated fairly. 

All of these metrics are included to carry out a comprehensive 
analysis of our proposed method. IoU is the metric which we employed 

for the model selection process, so it is the metric on which we mostly 
focus. PA and UA are included to provide different aspects to understand 
the results. PA is the map accuracy from the point of view of the map 
maker (the producer) and corresponds to the probability that a certain 
land cover of an area on the ground is classified, while UA is the accu-
racy from the point of view of a map user and essentially tells users how 
often the class on the map will actually be present on the ground. Since 
these 2 metrics, PA and UA, are actually biased and tend to contradict 
with each other, we decide to include F-Score in our evaluation system 
to present a harmonic mean of PA and UA. We believe F-Score is a more 
holistic representation of PA and UA, so more concentration is based on 
F-Score rather than PA and UA. In addition, there exists a correlation 
between IoU as well as F-Score, so these 2 metrics agree with each other 
and we discuss their performance together for the sake of brevity. OA is 
also included to present the essential accuracy information of our 
derived results. 

5.2. Ablation study of the DKDFN 

5.2.1. Performance of collaborative fusion with multihead encoders 
To test the effectiveness of our proposed multimodal feature fusion 

strategy, we evaluate the performance of the DKDFN under different 
schemes. 

Table 4 presents the results of our ablation study on the proposed 
multimodal fusion scheme. We consider two schemes of the feature 
fusion method: the deep collaborative fusion method (Fig. 5 (b)), which 
is finally chosen in the DKDFN; and the shallow fusion method (Fig. 5 
(a)). To be more specific, the deep collaborative fusion scheme is 
completed by concatenating the feature maps of each modality derived 
by each individual encoder first and then reducing the number of 
concatenated channels by two-thirds using a 1x1 convolution. This 
process is done identically for each layer, resulting in a hierarchical of 
fused features that can be utilized in the corresponding layer of decoder; 
the shallow fusion scheme, however, concatenates all modalities 
directly at the input level and feeds them into the network. 

Table 4 shows that the mIoU and macro F-score increase by 3.96% 
and 4.19%, respectively, thanks to our deep collaborative fusion 
scheme. The shallow fusion scheme results in OA of 83.27% and deep 
collaborative fusion scheme results in OA of 84.38%. The OA increases 
by 1.11%. Improvements over all land cover types in terms of the IoU 
and F-score can also be observed, with the extent of the enhancement 
differing with the land cover classes. For grassland, wetland, and unused 
land, the deep collaborative fusion scheme considerably boosts perfor-
mance with the IoU increasing by 5.71%, 7.99%, and 8.43%, respec-
tively; and the F-score increasing by 7.35%, 8.74%, and 9.64%, 
respectively. A somewhat moderate performance gain is achieved for the 
water and built-up area categories. Our proposed feature fusion strategy 
also allows for more accurate detection for cropland and forest, although 
the improvements are marginal. In addition, the UA of all classes are 
improved, indicating that the deep collaboratively fused DKDFN 
perform more accurate prediction than the shallow fused DKDFN. The 
PAs of four out of seven categories also increase while the PAs of 
cropland, wetland, and built-up area decline. The spatialized results in 

Table 4 
Quantitative results of the DKDFN trained by the shallow fusion scheme and deep collaborative fusion scheme.  

Fusion Strategy DKDFN-shallow fusion DKDFN-deep collaborative fusion 

Metric IoU PA UA F-score IoU PA UA F-score 

Forest  81.31%  91.68%  87.78%  89.68%  81.58%  92.00%  87.80%  89.85% 
Cropland  68.83%  80.18%  82.95%  81.54%  69.33%  79.70%  84.20%  81.88% 
Water  79.22%  88.85%  87.96%  88.40%  82.22%  92.16%  88.40%  90.24% 
Built-up Area  67.74%  80.42%  81.12%  80.76%  69.57%  80.11%  84.09%  82.05% 
Grassland  21.93%  31.30%  42.29%  35.97%  27.65%  41.22%  45.66%  43.32% 
Wetland  31.32%  58.23%  40.40%  47.70%  39.31%  55.71%  57.19%  56.44% 
Unused Land  28.13%  35.63%  57.20%  43.90%  36.56%  46.79%  62.57%  53.54% 
Average  54.07%  66.61%  68.52%  66.85%  58.03%  69.67%  72.84%  71.04%  
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Fig. 6 also testifies the superiority of our proposed deep collaborative 
fusion scheme. 

The quantitative and qualitative achievement of the deep collabo-
rative fusion strategy can be attributed to the feature-level information 
synergy from different modalities over its data-level counterpart. 
Sentinel-2, Sentinel-1, and SRTM data are considered different modal-
ities, and they share some level of redundancy and complementarity 
(Baltrušaitis et al., 2017). 

The deep collaboratively fused DKDFN is capable of fully exploiting 
the complementarity between Sentinel-2, Sentinel-1, and SRTM. Since 
the shallow fusion strategy concatenates modalities at the data level, the 
three modalities of information are fed into the same encoder sharing 
the same weights and thus go through the same data transformation 
process. The three modalities together are projected into a joint space, 
which may learn a good general representation of all modalities but 
cannot learn the best representation for each modality as the method 
fails to consider the difference between Sentinel-2, Sentinel-1, and 
SRTM. In contrast, our deep collaborative fusion scheme learns separate 
representations for each modality. The feature extraction process is 
tailored for Sentinel-2, Sentinel-1, and SRTM, which ensures more suf-
ficient and modality-specific feature mining and leads to better perfor-
mance. For example, in Fig. 6 (b), the DKDFN adopts a shallow fusion 
scheme that misclassifies the white dots on rivers as built-up area 
instead of water. The white dots may be different from surrounding 
pixels in Sentinel-2, but they are similar to surrounding pixels in 
Sentinel-1 and SRTM. Since the shallow fusion scheme processes data of 
three modalities in the same way, the encoder might not be able to 
considered the favorable information from Sentinel-1 and SRTM thor-
oughly, which results in commission error. A deep collaborative fusion 
scheme, however, specializes on each modalities and is capable of 
completely considering the modality-specific features and thus achieves 
to the right segmentation result. 

5.2.2. Performance of domain Knowledge-Guided decoder 
The effectiveness of the domain knowledge-guided decoder is tested 

by setting the weight of the knowledge reconstruction loss to zero, 
which deactivates the domain knowledge from guiding the semantic 
segmentation of land covers during the training process. 

The ablation study results are shown in Table 5, from which a pro-
motion of 1.18% in terms of the mIoU and 1.11% in terms of the macro 
F-score after applying the knowledge-guided decoder can be observed. 
Also, our OA sees an increasement of 0.57% (i.e., our OA increase from 
83.81% to 84.38%). Except for cropland and grassland, our knowledge- 
guided decoder provides improvements for all land cover categories, 
especially for wetland and unused land, whose IoUs increase by 4.4% 

and 2.9%, respectively, and F-score increase by 4.69% and 3.18%, 
respectively. The impressive improvement of wetland category might be 
attributed to the RSIs we utilize in this study. We select 7 RSI, among 
which NDBI, BSI, and Pol are reported with great potential in recog-
nizing wetland (Hird et al., 2017; Mao et al., 2020). With few excep-
tions, our knowledge-guided decoder mainly improves the UA, meaning 
it obtains a larger percentage of correctly predicted classes. Fig. 7 shows 
some spatialized results in our test set with and without a domain 
knowledge-guided decoder. It can be seen from the red rectangles that 
the application of our proposed domain knowledge-guided decoder 
benefit the performance. 

To better understand the function of the domain knowledge-guided 
decoder, the original input band features (Fig. 8 (a)) and the features 
extracted by our DKDFN with (Fig. 8 (c)) and without domain knowl-
edge (Fig. 8 (b)) information are visualized using t-SNE (van der Maaten 
and Hinton, 2008). The results are presented in Fig. 8. 

Compared with raw data bands, Fig. 8 shows better spatial separa-
bility of the DKDFN with and without a knowledge-guided encoder, 
demonstrating the effectiveness of the learning process. After incorpo-
rating domain knowledge by introducing a knowledge-guided decoder, 
improvements over spatial separability are based on the land cover 
classes. A clearer margin can be seen between unused land and built-up 
area, indicating a better separation between these two classes. This can 
be attributed to the NDBSI and NDBI, two indices that have good 
sensitivity to bare land, which accounts for most of the unused land and 
built-up area in our dataset. Additionally, instead of mixing among 
unused land, forest samples are grouped better thanks to the information 
provided by domain knowledge. Specifically, Pol may play a part here 
due to its sensitivity to surface roughness and the vegetation structure, a 
characteristic that proved useful in discriminating between bare land 
and forest. However, cropland samples are confused with grassland, 
which may be due to the lack of indices with the capability to discrim-
inate these two classes. The NDVI and RVI, although they were found to 
provide great representations of the vegetation structure during testing, 
may be more sensitive to vegetation dynamics. However, our image 
source has undergone a temporal aggregation process, which results in a 
loss of temporal information and restricts the land cover performance, 
which may benefit from a time series of indices. The extracted feature 
visualization results agree with the spatialized results. 

It can be concluded from the results that domain knowledge, which is 
a multimodal index in our case, benefits performance. The mapping 
from original multimodal data bands to the semantic mapping of land 
covers can be considered a search in space for a set of weights that 
implement the function. There is a spectrum of largely unexplored 
possibilities between the input and output. Introducing domain 

Fig. 5. Two multimodal fusion scheme in the ablation study. (a) is the shallow fusion scheme and (b) is the deep collaborative fusion scheme (ours). The shallow 
fusion scheme works by concatenating all the channels from three modalities at the input level while the deep collaborative fusion scheme works by extracting 
modality information separately and fuses the derived information at each layer of the encoder. 
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knowledge reconstruction may be valuable to the learning process by 
reducing the number of candidate functions mapped from the input to 
the output (Abu-Mostafa, 1990), in other words, guiding the learning 
process by directing the network to a solution satisfying the land cover 
mapping purpose while maintaining the capability of assimilating 
knowledge from Sentinel-2, Sentinel-1, and SRTM. 

What should be noting is that the direct self-reconstruction from 

modalities cannot produce competitive performance with our knowl-
edge reconstruction decoder. However, this does not mean that the 
multimodal reconstruction deserves no further testing. The multimodal 
reconstruction in pretraining stage, the deriving of classification label 
from input channels could be the possible solutions. Since it is not the 
focus of our current study, we only provide preliminary experimental 
results and leave the remaining research to our future work. 

Fig. 6. Qualitative results of the DKDFN adopting different feature fusion schemes. In land cover mapping obtained by the DKDFN using deep collaborative fusion, 
there are fewer mistakes between built-up area and unused land (the red polygons in Fig. 6 (a)), between built-up area and water (the red polygons in Fig. 6 (b)), 
between grassland and forest (the red polygons in Fig. 6 (c) and (g)), and between wetland and water (the red polygons in Fig. 6 (d) and (e)). In addition, our deep 
collaboratively fused DKDFN delineates clearer borders (the red polygons in Fig. 6 (f)). 
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5.2.3. Performance of the asymmetric loss function 
The effectiveness of the ALF is tested by substituting our proposed 

ALF with the GCE to supervise the semantic segmentation process. In 
other words, by setting β, the weighting factor that adjusts the contri-
bution of the Dice loss for minority channels, to 0, the baseline semantic 
segmentation task is supervised by the GCE only without additional 
supervision for minority classes. 

Fig. 9 presents per-class gain and loss in terms of the IoU, F-score, PA, 
and UA, respectively. Each bar group corresponds to a class. The 
detailed quantitative results are presented in Table 6. 

Our proposed ALF is beneficial in terms of the IoU and F-score metric 
for five out of seven classes, particularly for the minority classes, which 
are grassland, wetland, as well as unused land since their percentage of 
the dataset is lower than 10%. The highest increment is observed for the 
wetland category with the IoU and F-score increasing by 7.14% and 
7.81%, respectively. Both grassland and unused land increase the IoU 
and F-score, ranging from 3%~4% for grassland and 4%~5% for unused 
land. The promotion in all minority classes is consistent with the design 
logic of the Dice coefficient (Milletari et al., 2016), an objective function 
for optimization under imbalanced foreground and background classes. 
The difference in the promotion level may be due to the different diffi-
culties in discriminating each minority classes. However, the ALF causes 
minor losses for forest and cropland, the IoUs and F-scores of which 
declined by less than 1% for cropland and less than 0.5% for forest. The 
OA of DKDFN-no-ALF is 84.04% and the OA of DKDFN is 84.38%. 

Fig. 10 shows the spatialized results for the DKDFN with and without 
applying the proposed ALF. Compared with the DKDFN without the ALF, 
the land cover mapping results of the DKDFN are more consistent with 
the reference satellite images. The spatialized results in Fig. 10 also show 
the ability of the ALF to improve the accuracies of minority classes. The 
phenomenon presented in the qualitative results agrees with the quan-
titative results of the DKDFN with and without the ALF. 

Thanks to the asymmetric structure of our ALF, which performs extra 
supervision for minority channels, the performance on minority classes 
significantly improves without much accuracy loss for the majority 
classes. 

To further prove the effectiveness of our ALF, we compare the 
experimental results of DKDFN under different loss function constraints. 
Specifically, we train DKDFN using dice coefficient only, GCE only, a 
hybrid of Dice coefficient and GCE, and our proposed ALF. The quan-
titative results are shown in Fig. 11, with our proposed ALF exhibiting 
the highest accuracy. Our ALF outperforms other loss function con-
straints. It is superior in its mIoU, which is 1.78% higher than the second 
best one, hybrid of Dice and GCE. Also, five out of seven classes show the 
best results in terms of IoU and F-Score. In particular, great rise in IoU 
and F-Score of all minorities can be observed, with IoU of all minorities 
outperform the second best one in a range of 3.03% to 4.32% and F- 
Score in a range of 3.2% to 4.78%. Cropland and forest achieve their 
highest accuracy when DKDFN is supervised by a hybrid of Dice coef-
ficient and GCE, though the advantage is not obvious. It is also worth 
noting that DKDFN trained by Dice coefficient do not learn to discrim-
inate grassland and wetland, two of three minorities, with IoU and F- 
Score of both are zero. 

In addition, from Fig. 11, we can clearly observe that IoU and F-Score 
show the same trend under different loss configurations. Obviously, 
Cropland and forest, two majorities, reach the best score under the su-
pervision of a hybrid of dice coefficient and GCE, while other land covers 
perform the best under the supervision of ALF. 

These phenomena could be explained by the working scheme of 
different loss function. When using alone, dice coefficient bias toward 
the majorities and leaded to insufficient learning of minorities. With the 
combination of GCE, dice coefficient promotes the accuracies of ma-
jorities, as they account for a larger part of the training data. Our ALF, 
however, promote the performance by focusing on the minorities. 

5.3. Performance on different combination of modalities 

To test the contribution of each modality, we train DKDFN under 
different modality configuration, with Sentinel-2 as the basic modality 
and Sentinel-1 and SRTM combined in an incremental way. Note that 
deep collaborative fusion is employed to be the feature fusion scheme. 
Fig. 12. presents IoU, F-Score, PA, and UA in terms of each land cover 
category under different modality combination and presents the quan-
titative results. The OA of just using Sentinel-2 data is 83.54%. After 
adding Sentinel-2 data, OA becomes 83.40%. The OA is 84.38% when 
three modalies are utilized. 

The IoU performance under different modality combination is 
consistent with that of F-Score. For wetland, water, unused land, and 
built-up area, both IoU and F-Score show an upward trend with more 
modalities were set as the input, and reach the highest when Sentinel-2, 
Sentinel-1, and SRTM are combined. Especially for wetland and unused 
land, their performance incline by 9.07% and 5.14% in terms of IoU, and 
10.01% and 5.73% in terms of F-Score, respectively. Forest show a 
performance drop when Sentinel-1 is added, but it achieves the best 
score with the help of SRTM. For cropland and grassland, the combi-
nation of Sentinel-2 and Sentinel-1 allows for more accurate detections 
compared to Sentinel-2 only and three modalities configuration, how-
ever, these improvements are marginal. 

Generally speaking, the inclusion of other modalities in addition to 
Sentinel-2 brings improvements to the classification of land covers. 
However, the combination of Sentinel-1 is reported with decline in IoU 
and F-Score when dealing with forest. This phenomenon might due to 
the geographical characteristics of forest area in study area. The 
mountainous environment leads to steeper topography with unstable 
slopes, which contribute to a loss in Sentinel-1 coherence (Frey et al., 
2012). Also, there are areas where Sentinel-1 data is not received at the 
sensor because of the effects of steep topography on the radar image 
(Robson et al., 2015). These drawbacks of Sentinel-1 data can be 
addressed by DEM and performance gain of forest can be observed after 
the inclusion of SRTM. 

Cropland and grassland exhibit a different pattern in comparison 
with other land covers. Instead of reaching the highest performance 
when three modalities are combined, these two categories perform the 
best when Sentinel-2 and Sentinel-1 are fed into the network. This is 
attributable to the fragmented geometric appearance of grassland and 
cropland. They benefit from Sentinel-1 since Sentinel-1 is the data 

Table 5 
Quantitative results of the ablation study of the knowledge-guided decoder.  

Fusion Strategy DKDFN-no-kw DKDFN 

Metric IoU PA UA F-score IoU PA UA F-score 

Forest  81.06%  89.42%  89.65%  89.53%  81.58%  92.00%  87.80%  89.85% 
Cropland  69.73%  80.92%  83.45%  82.16%  69.33%  79.70%  84.20%  81.88% 
Water  81.06%  91.16%  87.97%  89.53%  82.22%  92.16%  88.40%  90.24% 
Built-up Area  68.68%  80.92%  81.94%  81.42%  69.57%  80.11%  84.09%  82.05% 
Grassland  28.88%  46.33%  43.40%  44.81%  27.65%  41.22%  45.66%  43.32% 
Wetland  34.91%  58.32%  46.52%  51.75%  39.31%  55.71%  57.19%  56.44% 
Unused Land  33.66%  44.04%  58.81%  50.36%  36.56%  46.79%  62.57%  53.54% 
Average  56.85%  70.15%  70.24%  69.93%  58.03%  69.67%  72.84%  71.04%  
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source with the highest spatial resolution, which helps delineate the 
detail of tiny size land covers. However, the high fragmentation of these 
two land covers leads to decline in performance after the consideration 
of SRTM, whose spatial resolution is reported coarser than the nominal 
30 m (Grohmann, 2018). Some tiny cropland and grassland become 
unrecognizable if their size is less than the grid resolution. 

We also analyse the model performance under different landscape 
characteristics to understand whether multimodal co-registration causes 
problems. Specifically, we divide our test set into flat group and 

mountainous group (two groups have no overlap) manually and calcu-
late the model performance (Fig. 13, Table 7) under different modality 
combinations. Note that the image patches in flat group contain no 
mountainous areas but the image patches in mountainous group might 
contain some flat areas. 

In terms of mIoU (Fig. 13), for all modality combinations, flat group 
exhibits better accuracy than mountainous group, which means that flat 
areas might be easier to delineate. With the addition of other modalities, 
the performance of flat group and mountainous group both improve, 

Fig. 7. Qualitative results of the DKDFN with and without a knowledge-guided decoder. The detection of wetlands (the red polygons in Fig. 7 (b), (c) and (e)) and 
forests (the red polygons in Fig. 7 (a), (d) and (f)) improves. Clearer delineation of cropland (the red polygons in Fig. 7 (a)) and grassland (the red polygons in Fig. 7 
(b) and (g)) can also be observed, which agrees with the quantitative results of these two land covers in terms of the UA. 
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showing that they both benefit from the information brought by other 
modalities. However, it is worth noting that flat group shows a higher 
performance increment (+5.0%) than the mountainous group (+2.41%) 
and their performance gap is becoming bigger with more modalities 
added. 

The detailed IoU score of each land cover can be found in Table 7. It 
can be clearly seen from this table that, nearly all land covers in flat 
group patches show performance increase, demonstrating the effec-
tiveness of our proposed method. But, in mountainous group, cropland, 
water, as well as grassland achieve the highest score with only Sentinel-2 

Fig. 8. t-SNE embedding of raw data bands (a) and DKDFN with (c) and without (b) knowledge guided decoder.  

Fig. 9. IoU, F-score, PA, and UA for all land covers before and after employing the ALF. Bars with different texture refer to different evaluation metric of an in-
dividual land cover. The blueish parts correspond to the accuracy without our ALF, the reddish parts correspond to the accuracy gain after applying ALF while the 
greenish parts correspond to the accuracy loss after applying ALF. The quantitative relative improvement in percentage is at the top of each bar. Grassland, wetland, 
as well as unused land are the three minorities we consider in this study. 

Table 6 
Quantitative results of the ablation study of the ALF.  

Fusion Strategy DKDFN-no-ALF DKDFN 

Metric IoU PA UA F-score IoU PA UA F-score 

Forest  81.88%  92.21%  87.96%  90.03%  81.58%  92.00%  87.80%  89.85% 
Cropland  70.02%  81.33%  83.43%  82.36%  69.33%  79.70%  84.20%  81.88% 
Water  80.44%  89.80%  88.53%  89.16%  82.22%  92.16%  88.40%  90.24% 
Built-up Area  68.13%  80.19%  81.91%  81.04%  69.57%  80.11%  84.09%  82.05% 
Grassland  24.54%  33.35%  48.15%  39.40%  27.65%  41.22%  45.66%  43.32% 
Wetland  32.14%  55.48%  43.30%  48.63%  39.31%  55.71%  57.19%  56.44% 
Unused Land  32.24%  42.39%  57.39%  48.76%  36.56%  46.79%  62.57%  53.54% 
Average  55.63%  67.82%  70.09%  68.48%  58.03%  69.67%  72.84%  71.04%  
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set as the input. This phenomenon might due to the land cover distri-
bution and pattern in mountainous group. The land cover dominates 
mountainous group is forest, which accounts for a much greater pro-
portion than other land covers; Cropland, water, and grassland are the 
following land covers but they do not appear in high percentage and 
tend to present in small patches; Built-up area, unused land, as well as 
wetland seldom appear, even if they appear, they are in the flat areas in 
mountainous group. Since the co-registration error mainly affect 
boundary area rather than the center region of a land cover object, the 
fragmented cropland, water, and grassland are influenced and result in 
worse accuracy; The boundary of forest might be influenced, too, but the 
accuracy gain in center region of forest might be bigger than the accu-
racy loss in boundary region and together lead to a better performance; 
Built-up area, unused land, and wetland are not influenced severely 
because they often appear in the flat areas, which are not that prone to 

co-registration error. 
In conclusion, our proposed method is beneficial in employing 

multimodal information, which is demonstrated by the performance 
gain after adding more modalities. Overall, our methodology results in 
the best performance when all modalities are considered, not matter in 
flat areas or mountainous areas. However, what should be pay attention 
to is that, in mountainous region the performance of some kinds of land 
covers that exhibits fragmented spatial pattern deteriorates after the 
consideration of extra modalities. Maybe co-registration strategy should 
be taken into account under this situation. Also, for high resolution 
imagery, co-registration needs to be considered since the co-registration 
error is more severe in high resolution images compared with moderate 
resolution images. 

Fig. 10. Spatialized results of the ablation study of the ALF. More specifically, thanks to the ALF, the misclassifications between built-up area and water (the red 
polygons in Fig. 10 (a)), unused land and built-up area (the red polygons in Fig. 10 (a)), wetland and cropland (the red polygons in Fig. 10 (b)), grassland and wetland 
(the red polygons in Fig. 10 (b)), grassland and forest (the red polygons in Fig. 10 (c), (d), (e), and (g)), unused land and forest (the red polygons in Fig. 10 
(e)) decrease. 
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5.4. Comparative experiments with state-of-the-art networks 

In this section, we give a full comparison with the state-of-the-art 
methods. To the best of our knowledge, there do not exist any open-
sourced remote sensing-oriented multi-modal semantic segmentation 
networks for three modalities in literature. With this consideration, the 
baselines mainly include the state-of-the-art deep networks for semantic 

segmentation, which have been frequently used as baselines in the 
remote sensing field. More specifically, we consider the following net-
works: U-Net (Ronneberger et al., 2015), SegNet (Badrinarayanan et al., 
2017), PSPNet (Zhao et al., 2017), DeepLab V3+ (Chen et al., 2018), 
HRNet (Sun et al., 2019), and MP-ResNet (Ding et al., 2021). More 
specifically, U-Net adopts a U-shaped network with a contracting path 
and an expanding path for the precise location and classification of 

Fig. 11. IoU and F-Score trend for all land covers under different loss constraints. The dashed red lines referred to the loss function striking the best performance on 
IoU and F-Score. 

Fig. 12. Land cover performance under different modality combinations. The light blue bars refer to the results of just using Sentinel-2 data; the medium blue bars 
refer to the results of using Sentinel-2 and Sentinel-1 data; the deep blue bars refer to the results of using Sentinel-2, Sentinel-1, and SRTM data. The quantitative 
absolute accuracy in percentage is denoted at the top of each bar. 
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Fig. 13. mIoU of different modality combinations in flat group and mountainous group.  

Table 7 
Land cover performance under different modality combinations in flat group and mountainous group.   

S2 S2 + S1 S2 + S1 + SRTM  

Flat Group Mountainous Group Flat Group Mountainous Group Flat Group Mountainous Group 

Forest  0.6960  0.8250  0.7251  0.8271  0.7232  0.8370 
Cropland  0.7428  0.5780  0.7455  0.5680  0.7496  0.5466 
Water  0.7907  0.8838  0.7947  0.8768  0.8189  0.8748 
Built-up Area  0.7305  0.5236  0.7342  0.5316  0.7362  0.5525 
Grassland  0.0967  0.3220  0.1230  0.3200  0.1731  0.3045 
Wetland  0.2974  0.1431  0.3530  0.2330  0.4074  0.2641 
Unused Land  0.2611  0.3106  0.3381  0.3101  0.3567  0.3755 
Average  0.5165  0.5123  0.5448  0.5238  0.5665  0.5364  

Table 8 
Comparison results between our proposed method and existing methods (IoU).   

UNet SegNet PSPNet DeepLab HRNet MPResNet DKDFN (Ours) 

Forest  81.87%  81.50%  78.77%  79.39%  79.93%  79.96%  81.58% 
Cropland  69.21%  67.43%  67.72%  65.22%  68.81%  66.67%  69.33% 
Water  79.39%  78.32%  78.65%  75.38%  77.85%  78.78%  82.22% 
Built-up Area  68.75%  65.88%  63.72%  63.70%  67.16%  63.22%  69.57% 
Grassland  26.19%  18.41%  20.63%  18.60%  16.79%  19.81%  27.65% 
Wetland  30.17%  22.61%  26.98%  19.77%  25.66%  29.03%  39.31% 
Unused Land  30.81%  27.16%  29.88%  22.14%  28.35%  25.58%  36.56% 
Average  55.20%  51.62%  52.34%  49.17%  52.08%  51.86%  58.03%  

Table 9 
Comparison results between our proposed method and existing methods (PA).   

UNet SegNet PSPNet DeepLab HRNet MPResNet DKDFN (Ours) 

Forest  91.35%  93.16%  90.52%  90.36%  90.53%  92.49%  92.00% 
Cropland  80.86%  80.88%  78.95%  75.00%  81.29%  78.64%  79.70% 
Water  88.56%  88.06%  89.04%  87.10%  87.13%  88.66%  92.16% 
Built-up Area  81.02%  77.09%  76.40%  81.63%  77.83%  76.79%  80.11% 
Grassland  38.01%  23.50%  30.03%  28.07%  25.57%  24.89%  41.22% 
Wetland  57.60%  39.02%  50.63%  39.87%  56.03%  51.54%  55.71% 
Unused Land  39.51%  33.56%  37.56%  29.40%  35.71%  30.87%  46.79% 
Average  68.13%  62.18%  64.73%  61.63%  64.87%  63.41%  69.67%  

Table 10 
Comparison results between our proposed method and existing methods (UA).   

UNet SegNet PSPNet DeepLab HRNet MPResNet DKDFN (Ours) 

Forest  88.74%  86.69%  85.85%  86.73%  87.22%  85.51%  87.80% 
Cropland  82.76%  80.21%  82.64%  83.35%  81.76%  81.41%  84.20% 
Water  88.46%  87.63%  87.08%  84.84%  87.96%  87.60%  88.40% 
Built-up Area  81.94%  81.91%  79.34%  74.36%  83.04%  78.15%  84.09% 
Grassland  45.71%  45.95%  39.73%  35.53%  32.83%  49.27%  45.66% 
Wetland  38.78%  34.96%  36.61%  28.17%  32.14%  39.93%  57.19% 
Unused Land  58.33%  58.75%  59.38%  47.25%  57.92%  59.89%  62.57% 
Average  69.24%  68.01%  67.23%  62.89%  66.12%  68.82%  72.84%  
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target classes. SegNet achieves pixelwise segmentation with an encoder- 
decoder structure using memorized max pooling indices. PSPNet fully 
exploits global contextual information through a pyramid pooling 
module in the scene parsing task. DeepLab V3 + is a model combining 
the advantages of the spatial pyramid pooling module and encoder- 
decoder structure. HRNet maintains high-resolution representations 
throughout the entire segmentation process. MP-ResNet learns semantic 
context through its parallel multiscale branches. All of these networks 
were mainly used as baselines in the mapping tasks in remote sensing 
field, for example, cropland mapping (Zhang, et al., 2020), building 
extraction (Liu et al., 2019), as well as land cover mapping (Ding et al., 
2021). 

Note that all networks take the three modalities as their input. The 
quantitative results of these networks, together with those our proposed 
DKDFN, are presented in Table 8, Table 9, Table 10, Table 11, and 
Table 12 with the IoU, PA, UA, F-score, and OA, respectively, as the 
measures. These tables clearly show that our proposed DKDFN out-
performs the state-of-the-art methods. As for IoU as well as F-Score, our 
proposed DKDFN achieves the best results not only in mIoU and macro 
F-Score, but also in each individual land cover, except for forest. How-
ever, we find the decline in forest is marginal (i.e., 0.29% lower than 
UNet in forest IoU and 0.17% lower than UNet in forest F-Score). In 
terms of PA and UA, our DKDFN attains the best performance in average 
PA and average UA. Also, our model reaches the highest PA in 3 land 
covers (i.e., water, grassland, and unused land) and obtains the highest 
UA in 4 land covers (i.e., cropland, built-up area, wetland, and unused 
land). We also get the best OA, as Table 12 suggests. 

6. Conclusion and future perspectives 

This paper proposes a new deep learning network, DKDFN, for land 
cover mapping. The network can fully exploit information from three 
modalities including Sentinel-2, Sentinel-1, and SRTM using a multihead 
encoder. For the purpose of incorporating domain knowledge into our 
network, a knowledge-guided decoder is designed to guide the semantic 
segmentation process. To boost the performance on minority classes, an 
ALF is created to supervise our network. The effectiveness of each design 
is tested by ablation studies and comparative experiments. Our proposed 
DKDFN achieves promising results and outperforms the state-of-the-art 
approaches in terms of overall measures such as average of IoU, 
average of UA, average of PA , macro F-Score, and OA. As for perfor-
mance under individual land covers, the proposed DKDFN exhibits ad-
vantages over nearly all of the individual classes in terms of IoU and F- 
Score. As for PA and UA for individual class, we are able to achieve the 
best performance for more than 3 out of 7 land cover categories. We also 
provide a new multimodal land cover dataset, which contributes to the 
research into land cover mapping. 

Overall, our network can be easily extended to other networks with 
an encoder-decoder structure. Furthermore, our network can be trans-
ferred to other semantic segmentation tasks utilizing different modal-
ities. In future work, we will exploit more modalities and domain 
knowledge to improve the performance of our proposed DKDFN under 
different spatial and temporal conditions. 

The effectiveness of our DKDFN has already been testified. Im-
provements brought by the multihead encoder, domain knowledge- 
guided decoder, and ALF have been evaluated quantitatively and qual-
itatively. Nevertheless, some designs in our work demand further de-
velopments. For instance, nighttime remote sensing data might be 
utilized as additional modality in our future work. Moreover, we only 
consider multimodal indices for knowledge reconstruction. However, 
other useful domain knowledge, such as texture features and co- 
occurrence relationships between land covers, may provide some guid-
ance in feature extraction and introduce more stability in our land cover 
mapping task. Finally, it is worthwhile to further test our DKDFN given 
different spatial and temporal configurations. 
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