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Abstract— Change detection (CD) is one of the main appli-
cations of remote sensing. With the increasing popularity of
deep learning, most recent developments of CD methods have
introduced the use of deep learning techniques to increase
the accuracy and automation level over traditional methods.
However, when using supervised CD methods, a large amount of
labeled data is needed to train deep convolutional networks with
millions of parameters. These labeled data are difficult to acquire
for CD tasks. To address this limitation, a novel semisupervised
convolutional network for CD (SemiCDNet) is proposed based
on a generative adversarial network (GAN). First, both the
labeled data and unlabeled data are input into the segmentation
network to produce initial predictions and entropy maps. Then,
to exploit the potential of unlabeled data, two discriminators
are adopted to enforce the feature distribution consistency of
segmentation maps and entropy maps between the labeled and
unlabeled data. During the competitive training, the generator is
continuously regularized by utilizing the unlabeled information,
thus improving its generalization capability. The effectiveness
and reliability of our proposed method are verified on two
high-resolution remote sensing data sets. Extensive experimental
results demonstrate the superiority of the proposed method
against other state-of-the-art approaches.
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I. INTRODUCTION

RECENTLY, due to the implementation of increasingly
growing Earth observation programs such as Sentinel,

WorldView, GeoEye, ZY-3, and GF, large amounts of remote-
sensing (RS) images with different resolutions and modalities
are available from various sensors. Therefore, the problem of
developing effective techniques to exploit meaningful knowl-
edge from RS big data becomes increasingly popular. Among
the possible techniques for extracting semantic information,
change detection (CD) methods are crucial for an accurate
understanding of land use/cover change over a certain period
at a large scale [1]. Generally, for coregistered image pairs
or sequence images of the same region acquired at different
dates, CD can detect changes of interest related to vegetation,
forests, land, buildings, roads, fires, floods, landslides, etc.
This means CD plays an important role in the monitoring
of urban expansion, deforestation, natural disasters, resources,
and ecosystem [2]–[4].

An extensive summary and reviews of CD algorithms have
been made in [5]–[7], where it has been shown that CD
techniques evolved with the development of machine learning
and pattern recognition. In the early stage, only middle- and
low-resolution RS images were available, such as MODIS and
Landsat, with pixels containing many ground objects. Pixel-
based CD (PBCD) was employed by comparing pixel spectral
or textual values of images acquired on different dates [8].
To extract robust features, image transformation methods, such
as principal component analysis (PCA) [9] and multivariate
alteration detection (MAD) [10], were utilized. Furthermore,
to overcome the effect of “salt and pepper” noise, spatial-
context information was introduced by using neighboring win-
dows [11], and probability graph models (PGMs) [12], [13].
Later on, with the increase of spatial resolution, the ground
could be observed at a finer scale. Image segmentation algo-
rithms were often applied to generate image objects, which
are more closer to human understanding of image data.
Object-based CD (OBCD) hereby were widely employed to
compare image difference by utilizing object features [14] or
class memberships [15]. In OBCD, spatial-context information
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can be included naturally, and many object features such as
texture, shape, and geometry can be extracted to improve CD
accuracy and reliability. Note that CD can be addressed in
an unsupervised or supervised way. The former is intended to
detect all the possible changes without any labeled data and
is mostly employed for large-scale monitoring with low- and
middle-resolution satellite images. The latter aims to detect
specific changes through supervised models, which are learned
from labeled data. In short, unsupervised CD methods usually
detect the location and extension of changes, while supervised
CD methods also identify the type of changes. Very high-
resolution (VHR) RS images are extraordinarily rich of spatial
details. Thus, it is almost impossible to focus on all kinds of
changes. Furthermore, in VHR images, thematic changes, such
as buildings and roads, which reflect main artificial changes
due to human activities or natural disasters [16], [17], are
more important than others. Through labeled information, such
changes can be defined and learned more easily by using
supervised learning models. Accordingly, in our case, the focus
is on the supervised methods, as the interest is to extract
specific changes (e.g., buildings) in complex VHR images
through a training phase. In the literature, most building CD
methods are based on generating difference images (DIs), and
then extracting building changes through indicators such as
morphological building index (MBI) [18] and height informa-
tion generated by stereo images [19] or point clouds [20].

In the past few years, computing resources have under-
gone a revolutionary development, especially related to GPUs,
which make it possible to process large amounts of image
data in a short time. In this context, due to the powerful
deep feature representation and nonlinear problems modeling
abilities, deep learning (DL) methods have achieved domi-
nant success against traditional machine learning methods in
a variety of areas such as image recognition/segmentation,
scene understanding, and natural language processing. This
opened up a new era in the areas of artificial intelligence
(AI). Meanwhile, DL methods have also been widely used
to solve RS problems such as image classification [21],
object detection [22], [23], image super-resolution and denois-
ing [24], [25], scene interpretation and segmentation [26].
Many studies have also been made to address CD issues
based on DL techniques in either unsupervised or supervised
manner. Note that only specific changes can be detected based
on supervised DL methods, where the change contents and
types are determined by the labeled ground truth. In [27],
we make a comprehensive review of DL-based CD (DLCD)
methods, which can mainly be divided into: 1) feature-based
DLCD (FB-DLCD), 2) patch-based DLCD (PB-DLCD), and
3) image-based DLCD (IB-DLCD). Contrary to hand-crafted
features, which are designed carefully with expert knowledge
and are scene-dependent, deep features are learned hierarchi-
cally from deep neural networks (DNNs) with available data
sets. That means that deep features can be more robust and
discriminative for distinguishing image changes. In FB-DLCD
methods, deep features are used to generate a DI, then a
threshold segmentation method is applied to obtain a final
change map (CM) [28], [29]. Based on the characteristics
of data sets, deep features can be extracted from pretrained

convolutional neural networks (CNNs) or specifically designed
DL models. However, the feature representation and similarity
metric errors during the generation of DIs will inevitably
be propagated into final CMs. In order to overcome these
drawbacks, PB-DLCD are proposed, where pixel patches or
super-pixels are constructed first. Then DIs are obtained to
serve as pseudo-training sets, and a specific DNN model can
be trained to learn the change type of the center pixel [30],
[31]. To further overcome the error accumulation effect, pixel
patches can also be utilized to train a DNN model from scratch
using only the available data sets, where the change type of
unknown pixels can be determined directly [32]. Nevertheless,
obvious limitations exist for PB-DLCD methods: first, it is
difficult to determine a proper size for the patch, which
greatly influences the DNN performance; second, pixel patches
contain too much redundant information, leading to overfitting
effect and increasing computational burden. To overcome these
limitations, IB-DLCD methods are investigated, where CD
issues can be regarded as a binary semantic segmentation
problem [27]. After image clips are constructed, a fully convo-
lutional network (FCN) can be adopted to learn the semantic
segmentation result of each pixel directly. Note that two
periods of image clips can be stacked [33], [34] or act as
independent branches [35] when they are fed into different
FCN architectures. However, FCN models rely heavily on
large amounts of annotated training samples, which are typi-
cally generated manually with expert knowledge and tedious
work. For the RS CD task, very few open annotated data sets
are available, thus limiting the practical applications of DL
models, especially FCNs.

A possible solution to address this limitation is data aug-
mentation, where the number of training data is enlarged with
artificially synthesized operations such as translation, rotation,
scaling, shifting, flipping, and cropping. It has to be mentioned
that random noise sampled from a simple distribution can be
mapped into realistic image-label pairs as augmented data by
utilizing generative adversarial networks (GANs) [36]. How-
ever, none of the augmentation methods utilize unlabeled data,
and the enlarged data can only be regarded as an interpolation
of the existing labeled data. That makes the model performs
poorly on unseen test images. In addition, FCN models require
densely annotated images, which are difficult to generate
through GANs and few work has been proposed to solve such
a problem. Another solution to overcome the drawbacks is to
use weakly supervised learning, where easier-to-obtain anno-
tations, such as image-level labels [37], bounding boxes [38],
or scribbles [39], are exploited to train the DNN models. The
main idea is to generate pseudo labels so that supervised learn-
ing can be adopted, so are the saliency-guided methods [40],
where pseudo labels are generated by saliency detection.
Nevertheless, human interaction is still needed, which may
be difficult to obtain in some cases, especially for RS images
with ground objects that vary sharply in scale and size.

Instead of relying on weak annotations, semisupervised
learning (SSL) is capable of exploiting the discriminative
features from available unlabeled images, thereby improving
the model generalization performance and making it possible
to train the model using small labeled data sets. Due to
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the extreme difficulty of obtaining large labeled data sets
in RS problems, SSL methods have attracted increasing
interest toward tasks like classification [41], dimensionality
reduction [42], and CD [43]. For example, to overcome the
shortage of training data in hyperspectral image classification,
Hong et al. [44] proposed a semisupervised cross-modality
learning framework, where a large amount of poorly discrimi-
native multispectral data was utilized to improve classification
performance.

In general, unlabeled pixels account for a large proportion
in CD data sets. It is natural to improve CD results by
exploiting the potential of unlabeled pixels. However, most
of the existing semisupervised CD methods are focused on
individual pair of hyperspectral images, SAR images, or
multispectral images with medium resolution [45]–[48], where
semisupervised classifiers or metric learning are applied to
exploit the unlabeled information. With the advent of RS big
data era, it is more convenient to obtain large amounts of
image pairs for CD. Nevertheless, few work has been done to
deal with semisupervised CD in such a context, which is of
great importance to improve CD accuracy and efficiency, and
promote CD practical applications.

To address the abovementioned issues, we propose a
novel semisupervised CD network (SemiCDNet) for VHR
RS images. First, a UNet++ model [49] is adopted to gen-
erate initial change results. To combine multilevel features
effectively, attention mechanism is introduced to refine the
UNet++ model, thus generating finer initial CMs for VHR
images. Second, to exploit the potential of unlabeled data, two
discriminators are used by enforcing the feature distribution
consistency of CMs and entropy maps between the labeled
data and the unlabeled data, thereby improving final CD
results. The contributions of this article are twofold.

1) A novel end-to-end SemiCDNet is proposed for the
semisupervised CD task. To improve segmentation per-
formance, a light-weighted attention module is embed-
ded into the UNet++ network. To fully exploit the
potential of unlabeled data, a GAN is employed by
combined usage of segmentation adversarial loss and
entropy adversarial loss. Comprehensive comparisons
and ablation studies are carried out to verify its effec-
tiveness.

2) A challenging data set is constructed by employing
VHR satellite images, which will be released publicly
for the benefit of promoting RS CD research
using DL techniques. The data set can be found
at https://github.com/daifeng2016/Change-Detection-
Dataset-for-High-Resolution-Satellite-Imagery.

The rest of the article is organized as follows. Section II
describes the background and related work. The proposed
SemiCDNet is illustrated in detail in Section III. Experimental
results on the effectiveness of the proposed method are pre-
sented and discussed in Section IV. Finally, Section V draws
the conclusions of this article.

II. BACKGROUND AND RELATED WORK

In this section, the concepts of semantic segmentation and
SSL, as well as the methods of semisupervised CD will be
briefly illustrated.

A. Semantic Segmentation

Given a set of class labels, the task of semantic segmentation
is to predict the label value for each pixel in the image, namely
obtaining the dense annotations for the whole image. Binary
CD can be seen as a binary semantic segmentation problem,
where only two labels with regard to changed or unchanged
class have to be detected. Therefore, the techniques and strate-
gies of semantic segmentation can be naturally introduced
to deal with CD task. Recent advancements in convolutional
networks have shown great potential to solve such problems.
Long et al. [50] first proposed an end-to-end image segmen-
tation method based on FCN, which outperformed existing
approaches on both accuracy and efficiency. However, the con-
sidered feature map resolution becomes poor after a series of
pooling operations, leading to poor spatial accuracy. In order
to overcome this limitation, atrous convolution [51] and
encoder–decoder architecture [52] were proposed to produce
fine-grained segmentation results. By adding skip connections
between encoder and decoder layers, UNet [53] achieves even
better segmentation results and has been widely used in image
segmentation and object detection. To overcome the semantic
gaps between encoder and decoder parts, many extensions of
UNet have been proposed, such as MultiResUnet [54], MDU-
UNet [55], and UNet++ [49], which have opened up new
perspectives of improving semantic segmentation performance
for RS community.

B. Semisupervised Learning

SSL was proposed for exploiting the potential of unlabeled
data, thereby overcoming the limitations of few labeled data.
In the setting of SSL, the data set D is split into the labeled
part DL = {(xl

i , yl
i )}M

i=1, which contains M labeled images xl
i

and the corresponding ground-truth masks yl
i , and unlabeled

part DU = {(xu
i )}N

i=1, which contains only N unlabeled images
xu

i , typically N � M . For a given neural network F , its
parameters θF are learned by solving an optimization problem
as follows:

min
θF

{
1

M

M∑
i=1

Lseg
(
xl

i , yl
i

) + 1

N

N∑
i=1

Lsemi
(
xu

i

)}
(1)

where the first term is the supervised loss calculated using
the labeled data, while the second term is the semisupervised
loss calculated based on the unlabeled data. Note that the
semisupervised loss can be regarded as a regularization term,
thereby introducing unsupervised regularization effect and
improving model generalization ability.

With regard to semantic segmentation, SSL has achieved
great success and paved the way for model training using
few labeled data. Hung et al. [56] proposed a semisupervised
semantic method using GAN. By coupling the adversarial
loss with cross entropy loss, the semantic segmentation accu-
racy can be improved. Unlabeled images were leveraged
through discovering the high-confidence regions of the pre-
dicted results, thereby enhancing the segmentation model.
In [57], a semisupervised semantic segmentation method is
proposed by using two network branches, which encour-
age high- and low-level consistency when training with
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few labeled images. In order to improve the final perfor-
mance, self-training procedure was employed through utilizing
high-quality generator predictions of the unlabeled images.
Mondal et al. [58] exploited the potential of CycleGAN for
semisupervised segmentation. In addition to using adversarial
learning, cycle consistency was also employed to learn a
bidirectional mapping between unpaired images and segmen-
tation tasks, which served as an unsupervised regularization
and boost the segmentation performance. Chen et al. [59]
proposed a novel semisupervised image segmentation method
by using unsupervised reconstruction objectives. An attention
mechanism was also applied to separate the reconstruction
results into different classes, thus learning more discriminative
features and improving segmentation performance.

C. Semisupervised CD

In the RS community, supervised CD has always been faced
with challenges of limited labeled data set, which is even
worse when it comes to RS big data. SSL is capable of
introducing unsupervised regularization to improve supervised
learning, thus making it possible to train a model using limited
number of labeled data. Due to its powerful capacities to
exploit unlabeled information, SSL has attracted increasingly
interest to solve CD problems. Bovolo et al. [45] proposed a
semisupervised CD for multispectral RS images by utilizing a
defined binary semisupervised support vector machine (S3VM)
classifier, where the unlabeled patterns were gradually consid-
ered to define the decision boundary between the changed and
unchanged pixels. Chen et al. [60] proposed a semisupervised
CD method via a Gaussian process (GP) classifier and a
Markov random field (MRF) model. DIs were generated first,
then both the labeled and unlabeled data were exploited by a
probabilistic GP classifier. To overcome the shortcomings of
GP classifier and include the spatial contextual information,
MRF regularization was employed by introducing edge infor-
mation and high-order potentials. A modified self-organizing
feature map (MSOFM) was proposed by Ghosh et al. [61],
where only few labeled patterns were utilized to initialize the
MSOFM network, and fuzzy set theory was then employed to
determine the membership values of the unlabeled data. The
main limitation is that DIs have to be generated to serve as
input patterns.

Through metric learning, samples from the same class
are mapped closely to each other, while as farther apart as
possible for the samples from different classes. Thus, a more
discriminative metric for measuring samples similarities can
be learned, which can be effectively used for semisupervised
CD. Yuan et al. [47] proposed a semisupervised CD method
for hyperspectral images, where a semisupervised Laplacian
regularized metric learning was employed to exploit the large
amount of unlabeled data. Based on keep it simple and
straightforward (KISS) metric learning, Zhang et al. [48]
proposed a coarse-to-fine semisupervised CD for multispectral
images. The contribution of the easy training samples was
improved whereas that of the hard training samples was weak-
ened. Then a coarse-to-fine strategy was applied on the testing
samples by combining metric learning and neighborhood label
information.

It is worth noting that GAN [36], which is capable of learn-
ing the feature distribution of training samples, has achieved
great success on both supervised learning and semisuper-
vised learning. With regard to semisupervised CD, GAN was
also widely utilized. Gong et al. [62] proposed a generative
discriminatory classified network (GDCN) for multispectral
image CD. The fake data generated by random noise served
as additional training samples, while the unlabeled data were
used to estimate the appropriate prior information, thereby
boosting the performance of discriminator. However, patch
size is difficult to define. In addition, for VHR images with
complex scenes, it is quite difficult to generate fake data
from only random noise. In [63], a graph model with GAN
was first proposed for semisupervised CD. Multitemporal
images were first converted into a partially labeled graph with
changed nodes, unchanged nodes, and unlabeled nodes. Then,
semisupervised graph learning based on GAN was applied to
generate certain labels for the unlabeled nodes, where both the
labeled and unlabeled nodes information was exploited.

To sum up, in order to exploit unlabeled information,
existing semisupervised CD methods are mostly implemented
by using semisupervised classifiers, metric learning, or GAN.
However, only individual image pairs are investigated, while
few works have been focused on a population of images, which
is more beneficial for large-scale real-world applications.

III. PROPOSED SemiCDNet

In this section, the architecture of the proposed SemiCDNet
will be illustrated first. Then, we will present details on the
improved UNet++ segmentation network and discriminator
network. Finally, the loss functions of the segmentation net-
work and discriminator network will be defined.

A. SemiCDNet Architecture

The architecture of the proposed SemiCDNet is illustrated
in Fig. 1, which consists of one generator and two discrim-
inators. Let us assume that the data set is divided into two
parts: 1) labeled images xl with their ground truth yl and
2) unlabeled images xu . First, both the labeled images xl and
unlabeled images xu are stacked to feed into the segmentation
network GGG, where corresponding initial predictions of ŷl

and ŷu can be generated. Based on the ground truth yl

and segmentation predictions ŷl , the segmentation network
GGG can be optimized in a supervised manner by using a
binary cross-entropy loss Lbce. However, for the unlabeled
images, due to the lack of ground truth, the network GGG cannot
be optimized by Lbce. To address this issue, segmentation
adversarial learning is employed by using a discriminator DsDsDs ,
which is designed to infer whether the segmentation output
is either from unlabeled images or from the ground truth.
During the competing training of segmentation network GGG
and discriminator DsDsDs , the feature distributions of the unlabeled
predictions ŷu will become similar to those of the ground truth
yl , thus improving the segmentation results for the unlabeled
images. In addition, the predictions on the unlabeled images
tend to be of high uncertainty, especially on the boundary
areas. To suppress the uncertain predictions, entropy adversar-
ial learning (EAL) is further adopted through a discriminator
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Fig. 1. Flowchart of the proposed method.

DeDeDe, which aims to encourage the entropy map eu to be similar
to the entropy map el by aligning their feature distributions.
Note that the discriminators DsDsDs and DeDeDe are optimized using the
segmentation adversarial loss LDs and entropy adversarial loss
LDe , respectively. The segmentation network GGG and the two
discrimination networks DsDsDs and DeDeDe are trained alternatively
using the corresponding loss until the defined number of itera-
tions is reached. Finally, during the testing stage, the unlabeled
images are directly fed into the trained segmentation network
GGG to generate the final predictions ŷu

f .

B. Segmentation Network

Contrary to UNet with simple short skip connections,
Unet++ has nested dense skip connections, which greatly
facilitates the multiscale feature extraction and enhancement,
thereby alleviating the degeneration of spatial information.
However, only direct concatenation is utilized to combine
the high-level and low-level features in the decoding stage.
We argue that this strategy brings two main limitations:
1) semantic gap exists for high-level and low-level features,
which leads to some discrepancy and confusion for the net-
work after fusing them directly and 2) redundant information
will be generated as not all the combined features are useful
for the network. Hence, an attention mechanism is adopted
to reweight the features and integrate them effectively. The
illustration of our proposed UNet++ network with attention
mechanism is shown in Fig. 2(a). In the encoding stage,
five convolution units are utilized to generate down-sampled
feature maps, thereby extracting multiscale features. While in
the decoding stage, dense skip connections are adopted, and
an attention unit is embedded after every concatenation oper-
ation so as to combine different features effectively. Finally,
a sigmoidal layer is adopted to generate the final segmentation
map. In order to avoid the gradient vanishing problem during

the network training, residual convolution strategy is employed
in the convolution unit, as shown in Fig. 2(b). Fig. 2(c)
presents the architecture of our proposed attention unit in
detail. Assuming the input features Fin = [F1, F2, . . . , Fc] ∈
R

C×H×W , where C denotes the channel number of the feature
maps, and H and W refer to the height and width, respectively.
In order to capture different clues to produce finer channel-
wise attention, both average-pooling and max-pooling are
adopted to aggregate spatial information along the row and
column dimensions, where Favg ∈ R

C×1×1 and Fmax ∈ R
C×1×1

are generated. In addition, to learn the channel correlations
and appropriate weight distribution, a 1 × 1 convolution
layer is followed. Next, Favg and Fmax are merged through
element-wise summation to produce channel weights, which
are constrained between 0 and 1 by a sigmoid layer. Finally,
the input features and channel weights are fused to generate
final output features Fout ∈ R

C×H×W , which can be computed
as

Fout =σ [Conv(AvgPool(Fin))+Conv(MaxPool(Fin))]⊗Fin

(2)

where σ denotes the sigmoid function and ⊗ denotes the
element-wise multiplication.

C. Discriminator Network

Instead of using discriminator in a fully convolutional man-
ner [48], we employ a discriminator in a fully connected way,
which is proved to be more effective for GAN training. The
illustration of the proposed discriminator network is shown
in Fig. 3. It consists of an encoder module, a global average
pooling (AvgPooling) layer, a fully connected (FC) layer, and
a sigmoidal layer. The encoder module, which is composed of
three convolutional units in sequence, contributes to feature
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Fig. 2. Illustration of the proposed segmentation network. (a) UNet++
network with attention mechanism. (b) Convolution unit. (c) Attention unit.

extraction and abstraction. Each convolution unit consists of
a convolution layer, a leaky-ReLU layer, and a dropout layer.
Note that in the convolution layer, kernel size is set to 4,
stride size is set to 2, and padding size is set to 1. Hence,
max-pooling layer is not needed for feature map contraction.
In addition, the dropout layer is adopted, which is crucial for
stabilizing GAN training during our test.

D. Loss Functions

In our test, we assume that the data set D consists of:
1) labeled data DL = {(xl

i , yl
i )}M

i=1 with M labeled images
xl

i and their ground-truth masks yl
i and 2) unlabeled data

DU = {(xu
i )}N

i=1, which contains only N unlabeled images
xu

i . For our proposed SemiCDNet, the segmentation network
GGG is trained with three types of losses: weighted binary
cross-entropy loss, segmentation adversarial loss, and entropy
adversarial loss. Additionally, the discriminator network DsDsDs is
optimized by segmentation adversarial loss, while the discrim-
inator network DeDeDe is optimized through entropy adversarial
loss.

Fig. 3. Illustration of the proposed discriminator network.

1) Weighted Binary Cross-Entropy Loss: To overcome the
issues of sample bias between changed pixels and unchanged
pixels in CD, a simple weighted binary cross-entropy loss is
adopted. This is a standard supervised pixel-wise segmentation
loss imposed only on the labeled data to generate their
segmentation predictions, which can be expressed as

Lbce = − 1

M

[
β

∑
j∈yl+

log(P(y j = 1))

+ (1 − β)
∑
j∈yl−

log(P(y j = 0))

]
(3)

where β = |yl−|/(|yl+|+ |yl−|) and 1 −β = |yl+|/(|yl+|+ |yl−|),
|yl+| and |yl−| represent the number of changed and unchanged
pixels in the ground truth of the labeled images, respectively.
P(.) is the sigmoid output at pixel j .

2) Segmentation Adversarial Loss: Based on the assumption
that the segmentation outputs of the labeled and unlabeled data
share a similar semantic structure, a segmentation discrimina-
tor DsDsDs is employed to figure out whether the segmentation
map is from the unlabeled samples or from the ground truth,
thereby aligning the feature distributions of the predicted
G(xu) and the ground-truth maps of yl . Inspired by conditional
GAN (cGAN) [64], a stack of input images and label images
are fed into DsDsDs , which facilitates the stability during the
GAN training. Hence, the segmentation adversarial loss can
be computed as

LDs = 1

M

∑
xl ,yl ∈DL

LD(yl ⊕ xl, 1)

+ 1

N

∑
xu∈DU

LD(G(xu) ⊕ xu, 0) (4)

where ⊕ denotes the concatenation operation and LD is the
binary cross-entropy loss, which aims to minimize the mean
discrepancy between the distribution of the predicted G(xu)
and ground truth yl . Note that a general form of binary cross-
entropy loss can be defined as

LD(y p, yt) = −yt log(y p) − (1 − yt) log(1 − y p) (5)

where y p represents the prediction value and yt denotes the
target value.
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Additionally, to fool the discriminator DsDsDs , the segmentation
network GGG is optimized using the following adversarial loss:

LDs
adv = 1

N

∑
xu ∈DU

LD(G(xu) ⊕ xu, 1). (6)

3) Entropy Adversarial Loss: In general, the generator GGG is
prone to produce low-entropy predictions with high certainty
on the labeled data, whereas the predictions on the unlabeled
data have high-entropy with low certainty. Accordingly, it is
naturally to improve segmentation results for the unlabeled
data by enforcing low-entropy constraints. In this work, Shan-
non entropy was applied to calculate the entropy maps, which
is defined as

E(x) = G(x) • log[G(x)] (7)

where • denotes the dot product operation. Based on the
entropy maps, a discriminator DeDeDe is introduced to infer
whether the entropy maps is from the labeled data or from
the unlabeled data, thereby aligning the feature distribution
between E(xu) and E(xl), as well as suppressing the high
uncertain regions in the unlabeled entropy maps. Similarly,
during the training of the discriminator DeDeDe, the entropy maps
are stacked with their corresponding images to improve GAN
performance. Hence, entropy adversarial loss can be defined
as

LDe = 1

M

∑
xl ,yl∈DL

LD(E(xl) ⊕ xl, 1)

+ 1

N

∑
xu ∈DU

LD(E(xu) ⊕ xu, 0). (8)

Meanwhile, the segmentation network GGG is optimized to fool
the discriminator DeDeDe by utilizing the following adversarial loss:

LDe
adv = 1

N

∑
xu∈DU

LD(E(xu) ⊕ xu, 1). (9)

Finally, the total loss function for the segmentation network
GGG can be read as

LG = Lbce + λsLDs
adv + λeLDe

adv (10)

where λs and λe denote the weights of segmentation adversar-
ial loss and entropy adversarial loss, respectively.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the results of extensive experiments
are presented to verify the effectiveness of the proposed
approach. First, a detailed illustration of the data sets is
presented. Next, we give a brief description of the training
details, methods used for comparisons and the evaluation
metrics. Finally, experimental settings and results are analyzed
and discussed in detail.

A. Descriptions of Data Sets

To verify the effectiveness of the proposed method, two
VHR RS image data sets are employed: WHU building data
set [23] and Google data set, both of which include a large
amount of VHR image pairs for CD task.

1) WHU Building Data Set: The data set consists of
two coregistered aerial images and the change masks cap-
tured on the same area of Christchurch, New Zealand,
in 2012 and 2016, respectively. The size of each image is
32 507×15 345 pixels with a resolution of 0.075 m, where the
main changes are the buildings, as illustrated in Fig. 4. Due to
the limitation of the GPU memory, the image pairs are cropped
into 256×256 nonoverlapping image blocks with at least a
fraction of changed pixels, where 1922 pairs of image clips
were generated. Then, the training data set and testing data
set were generated by random sampling. To avoid over-fitting,
we enlarge the training data by randomly shifting and scaling,
rotating by 90◦, 180◦, and 270◦, and flipping in horizontal and
vertical directions.

2) Google Data Set: As there have been few publicly avail-
able data set for CD, we construct a large-scale VHR multi-
spectral satellite image data set specially for CD research. The
images were acquired during the periods between 2006 and
2019, covering the suburb areas of Guangzhou City, China,
where the urbanization process was rapid in the past decade.
To facilitate image pair generation, Google Earth service
through the BIGEMAP software (http://www.bigemap.com)
was adopted to collect 19 season-varying VHR images pairs
with three bands of red, green, and blue, a spatial resolution
of 0.55 m, and the size ranging from 1006×1168 pixels to
4936×5224 pixels. The image changes include waters, roads,
farmland, bare land, forests, buildings, ships, etc. However,
due to the high complexity of the VHR image scenes, it is
almost impossible to annotate all kinds of changes above.
Buildings, which denote the main driving forces caused by
urbanization, make up the main changes. Therefore, our
annotation is focused on buildings, which represent the most
significant changes. It is noteworthy that ArcGIS and eCogni-
tion software are employed for manual labeling process. The
former is used for detecting building changes by careful visual
interpretation, while the latter is aimed to label the changes by
using object-based analysis. After initial annotation, we carry
out careful inspection to make sure the building changes
are complete and accurate, where some typical samples are
presented in Fig. 5. For the benefit of GPU training, the image
pairs are cropped into 256×256 nonoverlapping image blocks
with at least a fraction of changed pixels, where 1067 pairs
of image clips were generated. After the training data set and
testing data set were divided by random sampling, the training
data were also augmented to avoid over-fitting by adopting
the same strategy as WHU building data set. During the
augmentation stage the shifting ratio was set to a larger
value to compensate residual coregistration errors. Note that
compared with WHU building data set, this data set is more
challenging due to: 1) large building shape and size changes,
where the buildings are more complex and diverse, ranging
from large industry and residence houses to small portable
dwellings and 2) large displacement caused by perspective
projection of high-rise buildings.

B. Training Details

The proposed method is implemented by Pytorch frame-
work, which is installed on a workstation with Intel Xeon CPU
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Fig. 4. Example images of WHU building data set.

Fig. 5. Example images of Google data set.

W-2123 (3.6 GHz, 8 cores, and 32GB RAM) and a single
NVIDIA GTX 1080 Ti GPU with 11GB RAM. During the
training, Adam optimizer is adopted for both the generator
and the two discriminators, with the base learning rate set
to 2.5e−4 and 1e−4, respectively. To better train the model,
a poly-learning policy is utilized, where the initial learning
rate was decayed by a factor of (1 − (iter/max _iter))power for
every iteration, and the power is set to 0.9 for all of our tests.
The proposed SemiCDNet was trained for 20K iterations for
the WHU building data set and 30K iterations for the Google

data set. The hyperparameters of λs and λe were set based
on cross-validation. Furthermore, the batch size is set to four
for all the data sets. In the SSL setting, the SemiCDNet was
trained from scratch using randomly sampled labeled data
from the nonoverlapping data sets. The sampling ratios for
the WHU building data set were set to {5%, 10%, 20%,
50%}, while they were set to {10%, 20%, 40%, 60%} for
the Google data set which is more challenging. In addition,
for the segmentation network GGG, the size of convolution kernel
is set to 3×3, and the number of kernels in each convolution
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unit are set to {16, 32, 64, 128, 256} for both WHU building
data set and Google data set.

During training, the segmentation network GGG and the two
discriminator networks (DsDsDs and DeDeDe) were updated alterna-
tively, with the DsDsDs and DeDeDe fixed first for updating GGG and then
updating DsDsDs and DeDeDe by fixing GGG. Note that both the labeled
data and the unlabeled data were utilized for optimizing the
network parameters during the training stage, while only the
unlabeled data were used for predicting the change map.

C. Comparative Methods and Evaluation Metrics

To verify the effectiveness of our proposed approach, some
state-of-the-art (SOTA) CD and SSL methods are compared
and analyzed, which are as follows.

1) A fully convolutional network with pyramid pooling
(FCN-PP) [33], which has been applied to CD of land-
slide. It consists of a U-shape architecture and a pyramid
pooling layer to capture wider receptive field.

2) A fully convolutional-early fusion with residual blocks
(FC-EF-Res) [65], which has been employed for seman-
tic CD in high-resolution satellite image. Residual
blocks with skip connections are used to improve the
spatial accuracy of change map.

3) Semisupervised training with adversarial network
(AdvNet) [56], where a fully convolutional discriminator
was proposed to encourage feature distribution consis-
tency between labeled predictions and ground-truth, and
a self-training strategy was adopted by exploiting the
high-confidence regions of the unlabeled predictions.

4) Semisupervised semantic segmentation GAN
(s4GAN) [57]. To facilitate GAN training, feature
matching loss was utilized to minimize the discrepancy
between the predicted segmentation maps and the
ground-truth masks. A self-training loss was further
applied to balance the generator and discriminator.

5) CycleGAN for semisupervised segmentation (Cycle-
GAN) [58], where CycleGAN was first introduced for
SSL by enforcing cycle consistency, so that a bidirec-
tional mapping between unpaired images and segmenta-
tion maps can be learned.

In addition, UNet++ with attention mechanism (UNet++_att)
is compared as the fully supervised baseline, which is trained
only on the labeled data.

In order to evaluate the effectiveness of the proposed method
quantitatively, F1-score (F1), overall accuracy (OA) and Kappa
coefficient (Kappa) are utilized by comparing the ground-truth
and prediction maps, which can be defined as

P = TP

TP + FP
(11)

R = TP

TP + FN
(12)

F1 = 2 × P × R

P + R
(13)

OA = TP + TN

TP + FP + TN + FN
(14)

Kappa = OA − PRE

1 − PRE
(15)

Fig. 6. Effect of parameter λ on the accuracy of the proposed method.
(a) WHU building data set. (b) Google data set.

PRE = (TP + FN) × (TP + FP)

(TP + TN + FP + FN)2

+ (TN + FP) × (TN + FN)

(TP + TN + FP + FN)2
(16)

where TP denotes the number of true positives, FP denotes
the number of false positives, TN denotes the number of true
negatives, and FN denotes the number of false negatives. Note
that higher F1-score, OA and Kappa point out better overall
performance.

D. Results

1) Parameters Setting: In the loss function of (10), λs and
λe, which balance the weight of the binary cross-entropy loss
and adversarial loss, respectively, play an important role on the
final loss. In our test, segmentation adversarial loss and entropy
adversarial loss are treated equally, i.e., λs = λe = λ. To verify
the sensitivity of the parameter, we vary λ from 0.01 to 0.1 for
the WHU building data set, and computed the corresponding
mean F1-score based on different SSL settings, as illustrated
in Fig. 6(a). With regard to the Google data set, as it is more
challenging for the generator to produce initial predictions, λ
is varied from 0.001 to 0.01, obtaining the results presented
in Fig. 6(b). When λ is set to 0, only binary cross-entropy
loss is adopted, and the F1-score is low. Then, by increasing
λ, the value of F1-score grows gradually, demonstrating the

Authorized licensed use limited to: Wuhan University. Downloaded on March 08,2024 at 08:05:09 UTC from IEEE Xplore.  Restrictions apply. 



5900 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 59, NO. 7, JULY 2021

Fig. 7. Visual comparisons of CD maps by different approaches on WHU building data set using 10% labeled images for training. (a) Image T1. (b) Image
T2. (c) Reference change map. (d) FC-EF-Res. (e) FCN-PP. (f) UNet++_att. (g) AdvNet. (h) CycleGAN. (i) s4GAN. (j) Proposed SemiCDNet. The changed
areas are marked in white, while the unchanged parts are in black.

effectiveness of incorporating the segmentation adversarial
loss and entropy adversarial loss. Note that the F1-score
reaches the peak when the λ value is 0.05 and 0.005 for the
WHU building data set and the Google data set, respectively.
After that, the F1-score shows a fluctuation downward trend
by further increasing λ, denoting that too much adversarial
loss can over-correct the initial results and lead to worse
performance. Therefore, on the basis of the above analysis,
λ is set to 0.05 and 0.005 for the two data sets, respectively.

2) Performance Analysis: To assess the effectiveness of
the proposed SemiCDNet, extensive experimental results are
summarized and analyzed for both data sets.

a) WHU Building Data Set: For a visual comparison,
some typical CD results on testing samples are presented
in Fig. 7. One can observe that there exist many missed
detections and false alarms in the comparative methods.
Whereas the proposed SemiCDNet achieves the best visual
performance, as the change maps are more consistent with
the ground truth. To be specific, compared with the base-
line method of UNet++_att, missed detections such as
missed buildings or holes are largely reduced by SemiCD-
Net, as shown in the first three rows of Fig. 7. In addi-
tion, compared with other methods, SemiCDNet generated
change maps with more accurate boundaries, and reduced
false alarms and uncertain areas, as presented in the last three
rows of Fig. 7.

To quantitatively analyze the results, three evaluation met-
rics, F1, OA, and Kappa, were calculated and summarized
in Table I based on different SSL settings. We can con-
clude that the quantitative results are consistent with the
visual performance, and the proposed SemiCDNet achieves
the best accuracies against the literature methods for all the
SSL settings. The improvement is more remarkable when
the labeled ratio is low. In particular, compared with the
baseline method of UNet++_att, the proposed method obtains
an increase of 5.41%, 1.37%, and 6.54% of F1, OA, and
Kappa, respectively, when utilizing only 5% labeled data for
training. These numbers are 2.63%, 0.69%, and 3.02% when
employing 10% labeled data for training. Then, when the
labeled ratio increases, the gap gradually decreases, with a
gain of 1.01%, 0.18%, and 0.8% for F1, OA, and Kappa,
respectively, when using 50% labeled data for training. The
reasons of this behavior are: 1) the unlabeled information
was fully exploited by enforcing the distribution consistency
constraints of segmentation maps and entropy maps, whereby
improving the capabilities of detecting real changes and
suppressing uncertain changes and 2) the generalization and
robustness of the generator was improved through competitive
training between the generator and discriminators. Note that,
compared with FC-EF-Res and FCN-PP, the baseline method
of UNet++_att obtains better overall performance, with a
mean increase of 1.37%, 1.08%, and 2.10% of F1, OA, and
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TABLE I

SUMMARY OF THE QUANTITATIVE ACCURACY RESULTS FOR DIFFERENT METHODS WITH DIFFERENT
LEVELS OF LABELED RATIOS ON WHU BUILDING DATA SET

Kappa, respectively, when using 10% labeled data for training.
This demonstrates the advantages of dense skip connections in
the baseline method. Furthermore, AdvNet achieves slightly
worse results than the baseline method. The reason lies in
the fact that instead of utilizing pretrained weights from the
original literature, both the generator and the discriminator
were trained from scratch without pretraining in our test.
In addition, a two-stage GAN training strategy was adopted
in AdvNet, where the generator was updated by both the
labeled data and unlabeled data, while the discriminator was
only updated using the labeled data, which may lead to an
over-fitting phenomenon. Furthermore, a hard threshold has
to be chosen for the self-training strategy, which is diffi-
cult to define. With regard to CycleGAN, it obtains even
worse performance than AdvNet. The reason may be that
two GANs were employed to enforce consistency between
unpaired images and their segmentation maps, which are more
prone to result in mode collapses problems during GAN train-
ing, thus greatly reducing the stability and leading to lower
accuracies. On the contrary, s4GAN improved the baseline
performance with an increase of 4.25%, 1.28%, and 5.28% for
F1, OA, and Kappa, respectively, when utilizing 5% labeled
data. This is due to the usage of a feature matching loss to
stabilize GAN training, and the further incorporation of a self-
training loss to balance generator and discriminator networks.
Note that compared with s4GAN, the proposed SemiCDNet
achieves better performance. The reason lies in the difference
in exploiting unlabeled information: in s4GAN only high-
confidence regions of unlabeled predictions are exploited by
utilizing self-training strategy, whereas in SemiCDNet through
enforcing entropy adversarial loss, both high-confidence and
low-confidence regions are utilized by highlighting high-
confidence regions and suppressing low-confidence regions.
In addition, a hard threshold has to be defined to produce high-
confidence regions in the self-training strategy, which requires
troublesome trial and error procedure.

b) Google Data Set: For the benefit of visual perfor-
mance comparison of different approaches, the results obtained
on six typical test samples are illustrated in Fig. 8, where 20%
labeled data are utilized for training. As one can see, the pro-
posed SemiCDNet achieves the best performance against other
comparative methods by reducing the missed detections and

false alarms, thus generating finer change maps. Particularly,
compared with the baseline method, some missed detections
like holes in the buildings can be better detected with SemiCD-
Net, as shown the first three rows of Fig. 8. Furthermore, some
false alarms can also be better removed, thus producing more
accurate change maps, as presented in the last three rows of
Fig. 8. Notably, compared with the baseline, s4GAN can also
generate better change maps, whereas the results of AdvNet
and CycleGAN are not stable or even worse.

Table II reports the quantitative evaluation results of dif-
ferent methods based on the defined SSL settings. We can
conclude that the proposed SemiCDNet achieves the best
performance against other comparative methods, exhibiting the
highest F1, OA, and Kappa values in all the SSL settings.
In particular, compared with the UNet++_att baseline, Semi-
CDNet yields an improvement of 1.86%, 0.71%, and 1.95%
for F1, OA, and Kappa, respectively, when using 10% labeled
data for training. The improvement is of 1.24%, 0.68%, and
1.62%, respectively, when employing 20% labeled data for
training. This denotes the effectiveness of exploiting unlabeled
information for improving the CD results by combined use
of segmentation adversarial loss and entropy adversarial loss.
Note that by further increasing the labeled ratio, the gap
gradually decreases, with a gain of 0.76%, 0.37%, and 0.88%
for F1, OA, and Kappa, respectively, when utilizing 40%
labeled data for training. However, compared with the WHU
building data set, the gains are not as prominent, with the
largest F1 gain smaller than 2%. We argue this can mainly
be attributed to the less reliable initial predictions due to
the complex and heterogeneous scenes in the Google data
set, which increase the difficulty of matching the feature
distribution of the labeled and unlabeled data. Note that, when
compared with FC-EF-Res and FCN-PP, the baseline method
of UNet++_att also obtains better overall performance, with
a mean increase of 0.84%, 0.70%, and 1.34% of F1, OA, and
Kappa, respectively, when using 20% labeled data for training.
On the contrary, AdvNet still achieves worse performance than
the baseline due to the drawbacks of the two-stage GAN
training. Nevertheless, CycleGAN obtains an even inferior
performance, as mode collapse problems are more prone to
happen due to the incorporation of unpaired images during
GAN training. On the contrary, s4GAN, which adopts feature
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Fig. 8. Visual comparisons of CD maps by different approaches on Google data set using 20% labeled images for training. (a) Image T1. (b) Image T2.
(c) Reference change map. (d) FC-EF-Res. (e) FCN-PP. (f) UNet++_att. (g) AdvNet. (h) CycleGAN. (i) s4GAN. (j) Proposed SemiCDNet. The changed
areas are marked in white, while the unchanged parts are in black.

TABLE II

SUMMARY OF THE QUANTITATIVE ACCURACY RESULTS FOR DIFFERENT METHODS WITH DIFFERENT

LEVELS OF LABELED RATIOS ON GOOGLE DATA SET

match loss and self-training strategy, achieves better perfor-
mance than the baseline, with a gain of 0.92%, 0.33%, and
1.07% for F1, OA, and Kappa, respectively, when employing
20% labeled data for training.

Fig. 9 presents the training time of different methods on
the two data sets. We can conclude that FC-EF-Res and FCN-
PP methods, which exploit only one simple generator based
on UNet, require the lowest training time. On the contrary,
the proposed baseline method of UNet++_att requires a
longer training time due to the higher complexity of the

network architecture by including dense skip connections
and attention units. Furthermore, after including adversarial
learning, the training time is clearly increased for both AdvNet
and s4GAN. In particular, the training time of CycleGAN is
sharply increased, due to the fact that the amount of labeled
and unlabeled data has to be enlarged to the same level by
random replication so that CycleGAN model can be trained
through unpaired images. In addition, two generators and
two discriminators have to be trained by using six kinds of
losses, which greatly increases the training burden. Note that,
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Fig. 9. Comparison of the training time required by different methods.

Fig. 10. Effects of the attention mechanism on the accuracy of the proposed
method. (a) F1-score. (b) Kappa.

compared with AdvNet and s4GAN, SemiCDNet, which is
based on one generator and two discriminators, only requires
slightly more time to be trained. Therefore, the proposed
SemiCDNet achieves a better balance between accuracy and
computational efficiency.

E. Discussion

1) Effect of Attention Mechanism: In order to combine
multilevel features effectively, an attention mechanism is pro-
posed. Fig. 10 presents the influence of attention mechanism
on the performance of the model trained with 10% labeled data
for the WHU building data set and 20% labeled data for the
Google data set. We can conclude that the model performance
can be improved for both data sets by utilizing the proposed
attention mechanism, with a F1-score increase of 0.38% and
0.66%, and a Kappa increase of 0.41% and 0.78% for the
WHU building data set and the Google data set, respectively.
That is due to the fact that the weights of features maps from
different levels are learned through the attention mechanism,
thus highlighting useful features and suppressing redundant
information. Therefore, the proposed attention mechanism is
effective to improve CD performance.

2) Effect of Adversarial Loss: To validate the effectiveness
of different adversarial losses, an ablation study was carried
out, where the model was trained without segmentation adver-
sarial loss or entropy adversarial loss. On such experiments,
we investigated the performance of the SemiCDNet trained
with 10% labeled data for the WHU building data set and
20% labeled data for the Google data set. Table III summarizes

TABLE III

ABLATION STUDY OF DISCRIMINATORS ON THE WHU BUILDING DATA
SET (WITH 10% LABELED TRAINING DATA) AND THE GOOGLE

DATA SET (WITH 20% LABELED TRAINING DATA)

the quantitative results of the ablation study in terms of F1-
score. One can observe that the proposed method achieves
the best performance on both data sets, with the F1 values
reaching 0.8528 and 0.8102, respectively. When removing DsDsDs ,
segmentation adversarial loss was removed during generator
training, and the F1 values decreased to 0.8490 and 0.8061 for
the two data sets, respectively. When removing DeDeDe, entropy
adversarial loss was ignored during generator training and the
F1 values reduced to 0.8456 and 0.8003 for the two data sets,
respectively. This confirms that both DsDsDs and DeDeDe are beneficial
to improve the generalization abilities of the generator, and the
best performance can be achieved by combining them. Note
that when both discriminators DsDsDs and DeDeDe were removed, only
labeled data were used for training, and the F1 values further
reduced to 0.8265 and 0.7978, respectively. This confirms the
significance of exploiting unlabeled information to regularize
the generation model.

3) Direct Entropy Minimization Versus Entropy Adversar-
ial Learning: In dealing with low-entropy constraints, two
main strategies can be adopted: 1) direct entropy minimiza-
tion (DEM) and 2) entropy adversarial learning (EAL). The
former is employed by minimizing the entropy of the unla-
beled entropy maps directly through a pixel-wise entropy
loss. Instead, the latter introduces an adversarial loss to align
the feature distributions between the labeled and unlabeled
entropy maps. To verify the effectiveness of the proposed
entropy adversarial loss, we carry out a comparative study
with 10% labeled data for the WHU buildling data set and
20% labeled data for the Google data set. Fig. 11 illustrates
the quantitative performance of different approaches in terms
of F1-score and Kappa. One can observe that compared with
DEM, EAL obtains a better performance, with an increase
of F1-score of 0.89% and 0.52%, and a gain of Kappa
of 1.02% and 0.62% for WHU building data set and Google
data set, respectively. The reason for these phenomena is that
DEM treats each pixel independently when calculating the
entropy loss, thus ignoring local structural information. On
the contrary, in EAL, by enforcing the feature distribution
consistency between unlabeled and labeled entropy maps, local
structural consistency is well considered and the entropy is
minimized indirectly.

4) FCN Discriminator Versus FC Discriminator: GAN has
a high ability in distribution modeling. However, it is difficult
to train the GAN due to mode collapse problems, where
the balance of discriminator plays a significant role. For our
CD task based on GAN, two kinds of discriminators can
be chosen, namely FCN discriminator (FCN-Dis) and FC
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Fig. 11. Effects of DEM and EAL on the accuracy of the proposed method.
(a) F1-score. (b) Kappa.

Fig. 12. Effects of FCN-Dis and FC-Dis on the accuracy of the proposed
method. (a) F1-score. (b) Kappa.

discriminator (FC-Dis). The FCN is utilized for the FCN-Dis,
which can produce a single-channel map of the same size
as the input image. The outputs are the probability values
that denote if each pixel is real or fake. Differently, in the
FC-Dis, only a feature vector is produced, which denotes
if the input image is real or fake. In order to verify the
effect of different discriminators on our proposed approach,
a comparative study was done with 10% labeled data for
the WHU buildling data set and 20% labeled data for the
Google data set. Fig. 12 presents the quantitative performance
of the different approaches in terms of F1-score and Kappa.
As one can see, FC-Dis achieves a better performance than
the FCN-Dis on both data sets, with an increase of F1-score
of 1.67% and 1.41%, and a Kappa gain of 2.17% and
1.45% for the WHU building data set and Google data set,
respectively. This may be explained by the fact that the FCN
discriminator produces much more information in output space
than the FC discriminator, leading to a severe imbalance
between the generator and the discriminator. Consequently,
the performance of the generator degrades due to unreasonable
guidance from the discriminator.

V. CONCLUSION

A large amount of labeled data is needed in the recently
developed supervised FCN-based CD methods. These data are
difficult and tedious to obtain in real application scenarios.
To address such an issue in this article, we have proposed
a novel semisupervised CD Network (SemiCDNet) based on
FCN and GANs. Instead of concatenating multilevel features
directly, an improved UNet++ network with attention mecha-
nism has been proposed to serve as the generator, thus produc-
ing reliable initial segmentation maps. To exploit the potential

of the unlabeled data, two discriminators have been introduced,
one for encouraging segmentation output feature distribution
consistency and the other for suppressing uncertain areas of
the change map for the unlabeled samples. Through competing
training, the generator gradually learned the information from
both the labeled and the unlabeled samples, thus generating
finer change maps. The effectiveness and reliability of the
proposed approach have been verified on both VHR aerial and
satellite data sets. The experimental results demonstrated the
superiority against some SOTA methods. Note that, in addition
to SSL, other small sample learning techniques such as few-
shot learning and self-supervised learning, have opened up new
perspectives of improving model generalization ability. In the
future, more recent development of such techniques will be
exploited to further improve the CD performance.
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