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sparsely distributed contours of the same geographical area 
are integrated to generate a higher resolution DEM. However, 
in actuality, it is not easy to obtain multisource data, and it 
is quite complicated to register the data among various data 
sources, since different data sensors focus on different operat-
ing ranges and environmental conditions.

To overcome the problem of acquiring multisource data, 
DEM super resolution, a new concept, has been discussed in 
recent years. Motivated by the success of convolution neural 
network (CNN)-based image super resolution (SR), Xu et al. 
(2015) introduced a nonlocal algorithm to improve the resolu-
tion of an original DEM based on its partial new measurements 
obtained with high resolution. Later, they brought transfer 
learning into the task of DEM super resolution and designed a 
deep gradient prior network (Xu et al. 2019). Using this kind 
of method can avoid the problem of multisource data acquisi-
tion, while a new issue that model training needs abundant 
DEM samples is raised.

When it is impractical to obtain multisource data or enough 
DSM samples, how can we obtain a high quality and high-reso-
lution DSM with low-resolution image data? The main purpose 
of this paper is to explore a simple but effective solution for 
this problem. Specifically, it takes a CNN-based SR method 
into traditional DSM generation process to improve image 
resolution, and then followed by a pixel level DSM generation 
process to achieve the goal of subpixel level DSM generation.

SR has been widely used in vision-related tasks. Dai et al. 
(2016) have verified the effectiveness and usefulness of SR in 
some vision applications, such as edge detection, semantic 
segmentation, digit, and scene recognition. Besides, dense 
image matching, a kind of method that directly operates on 
stereo/multi-view images, is an advisable and mainstream 
technology for DSM generation. And it is obvious that images 
data are much easier to acquire compared to the aforemen-
tioned multisource data or DEM samples. Therefore, the pro-
posed method is much simpler and more practical compared 
to the aforementioned two kinds of methods in the task of 
generating high quality and subpixel DSM. The main contribu-
tions of this paper are as follows:
1. A simple but effective method for generating high quality

subpixel DSM is proposed, which can work well without
the demand of multisource data or abundant DSM samples.

2. As there is not a similar work that has been done before,
some existing SR methods are refined and used in this
paper to verify the feasibility of the proposed method. By
comparing the experimental results, we identify the devel-
opment trends of this kind of applications.

Specifically, to validate the effectiveness and usefulness of the 
proposed method, two aerospace image datasets from World 
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View and GeoEye satellites were taken to construct simulated 
and real data experiments, respectively. Besides, several dif-
ferent types of terrains were selected to test the performance 
of this method in different terrain conditions. Experiments 
verified the feasibility and practicality of this kind of appli-
cation, and a subpixel level DSM with higher-fidelity can be 
obtained compared to directly DSM interpolation.

The rest of this paper is organized as follows: Section “Re-
lated Work” gives a brief overview on CNN-based SR methods 
and the applications of SR in remote sensing fields. Section 
“Application to Subpixel Level DSM Generation” describes 
the main application details and tells the evaluation metrics 
of the proposed approach. Section “Experiments” confirms 
the effectiveness and practicability of this kind of applica-
tion with simulated experiments and real data experiments. 
Finally, the “Conclusion” section concludes this paper.

Related Work
In this section, we will introduce and analyze related methods 
on image super resolution and give a brief overview on some 
relevant applications of SR technology in remote sensing fields.

Image SR
Image SR aims to restore a high-resolution (HR) image from 
one or more low-resolution (LR) images. Numerous methods 
have been proposed to deal with the image SR problems in 
recent years, which can be mainly classified into reconstruc-
tion-based SR and learning-based SR (Zeng et al. 2017).

The reconstruction-based SR methods assume that the LR 
images are from the observations of their related LR images 
after transformation, deformation, and noise disturbance. As 
SR is an ill-posed task, reconstruction-based methods attempt 
to optimize the problem by imposing some extra assumptions, 
such as smoothness and limited bands (Sun et al. 2008; Tai et 
al. 2010; Zhang et al. 2010). However, the added assumptions 
will heavily limit the performance of this kind of method 
since they are always unsuitable in most image situations.

Different from the reconstruction-based methods, the 
learning-based SR methods learn the high frequency infor-
mation difference through constantly training high/low-
resolution image pairs, and then build a robust model. After 
that, given a low-resolution image into the learned model, its 
corresponding HR image can be restored. Specifically, accord-
ing to the different strategy of learning, the learning-based 
method can be further divided into sparse-coding-based 
methods(Yang et al. 2008;Yang et al. 2010), manifold-learn-
ing-based methods(Chang et al. 2004; Lu et al. 2013) and 
CNN-based methods(Dong et al. 2016; Kim et al. 2016). Since 
more high-frequency details can be learnt from the numerous 
image samples, CNN-based methods visibly outperform other 
methods. A pioneer work of CNN-based SR methods is called 
super-resolution convolution neural network (SRCNN) (Dong 
et al. 2016), which learns an end-to-end nonlinear mapping 
between LR and HR image pairs via a three-hidden-layers CNN 
architecture. However, this method cannot extract satisfactory 
image feature for HR image reconstruction due to the shallow 
architecture. Considering this, Kim et al. (2016) developed a 
much deeper SR model Very Deep Super Resolution (VDSR), of 
which the number of convolution layers is increased to 20. As 
the difference of LR/HR image pairs are mainly located in high 
frequency part, Kim et al. (2015) proposed another network 
Deeply-Recursive Convolutional Network, which utilized 
residual learning (He et al. 2016) as optimization strategy to 
accelerate the convergence speed of their proposed network. 
Bicubic down-sampling is commonly used in these CNN-based 
methods to generate LR images from their HR counterparts, 
which results in the unsatisfactory performance on real data. 
Therefore, Zhang et al. (2018) proposed an effective model 
super-resolution network for multiple degradations (SRMD) to 
address this problem to some extent, which established a deg-
radation formula between the HR/LR image pairs and took the 

LR images and the degradation maps as input to reconstruct 
the corresponding HR results.

SR in Remote Sensing Fields
As an effective technology for improving image spatial resolu-
tion, image super resolution is highly related to remote sens-
ing fields. And some classical SR methods in computer vision 
fields were transferred into remote sensing fields to better 
solve those ill-posed problems. Luo et al. (2017) refined Very 
Deep Super Resolution (VDSR) to deal with image compression 
problem that occurred during video satellite image transmis-
sion process, Song et al (2018) applied SRCNN to image fusion 
tasks as a transitional image generation tool, and He et al. 
(2018) adopted cascaded deep network and multiple receptive 
fields for infrared image super resolution. Besides, consider-
ing the special characteristic of remote sensing images, Huang 
et al (2017) developed remote sensing deep residual-learning 
specifically for remote sensing images super-resolution, while 
Lei et al. (2017) used local-global combined network (LGCNet) 
to learn multilevel representations of remote sensing images. 
Moreover, Jeon et al. (2018) utilized a parallax prior in stereo 
images to reconstruct HR images for subpixel registration accu-
racy, and Song et al. (2016) extended the success of deep con-
volutional neural network to depth image super resolution.

To the best of our knowledge, even though SR methods are 
widely applicated into remote sensing fields and Dai et al. 
(2016) have already verified the effectiveness and usefulness 
of SR technology in several vision applications, there is not a 
work to discuss whether it is feasible to bring the SR method 
into traditional dense matching procedures for obtaining 
subpixel level DSM.

Since the main purpose of this paper is to explore the 
feasibility and practicality of this kind of application and to show 
the effect of bringing different SR models into the framework, for 
fair comparison and better explaining the experimental results, 
we refined several SR models to show the performance difference 
and analyze the practicality of the proposed method in this 
paper, rather than designed a new SR model.

Application to Subpixel Level DSM Generation
As illustrated in Figure 1, the workflow of this application 
can be mainly divided into two stages. Separately, in step I, 
the image quality and spatial resolution is improved by CNN-
based SR module. The SR module is adopted to enhance the 
object texture and edge detection, which helps extract more 
reliable matching points for subsequent DSM generation pro-
cess. Then, with the obtained HR images from step I as input, 
a subpixel level DSM with high fidelity can be obtained from a 
standard DSM generation procedure in step II. In this section, 
the details of this application will be explained in the follow-
ing aspects: refinement details of SR models, DSM generation 
process, and quality assessment metrics.

Refinement of SR Models
In this subsection, we will introduce how to reconstruct a HR 
image from its counterpart LR image. For the ease of repre-
sentation, the LR image is denoted as xi, its corresponding HR 
image is denoted as yi, and yi′ is the reconstructed result of LR 
image through CNN architecture. Specifically, xi is obtained 
from yi according to down-sampling or a special degradation 
formula. Therefore, as illustrated in Figure 2, a robust archi-
tecture can be obtained by repeatedly minimizing the differ-
ence between HR image yi and yi′. To measure the difference 
between real HR image yi and predicted HR image yi′, mean 
squared error (MSE), is usually used as Equation 1,

MSE
width height

=
×

−
1 2

y yi i ′ (1)
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In this paper, four different methods are adopted and re-
fined to improve the image quality and spatial resolution, one 
of them is bicubic-upscale interpolation, and the other three 
are CNN-based SR methods SRCNN, VDSR, and SRMD. To train a 
robust CNN architecture specially for remote sensing images, 
both natural images and aerospace images are selected as 
network training samples to retrain the refined model for 
improving network adaptability.

Due to the special calculating operation of convolution, it 
will cause serious information loss at image border, while it is 
necessary to keep the same size between the input and output 
images in this application. As used in many papers, border 
padding before convolution operation is an effective way to 
deal with the problem. Kim et al. (2016) padded zeros around 
the original image before each convolution layer to make the 
output have the same size as the input. However, the zero-
padding method inevitably bring some useless information or 
even jeopardize the reconstruction of images. In our previous 
work (Luo et al. 2017), we calculated the size difference be-
tween the input and output according to convolutional kernel 
and stride of each convolutional layer, and proposed to use 
symmetric padding as a substitute to alleviate the information 
loss at image border. In this paper, to further avoid informa-
tion loss and useless information taken-in for a better DSM, we 
refined the SR models by applying symmetric padding before 
each convolution layer for better capturing image information 
rather than just used it at the very beginning.

DSM Generation
All the mentioned approaches regarding to DSM generation 
are the previous achievements of our research team, which 
makes a good foundation for the verification of the proposed 

subpixel level DSM generation application. We will give a brief 
overview on how to construct the DSM generation procedure 
in this subsection.

As illustrated in Figure 1, this DSM generation procedure 
contains four main steps: tie-point matching, mismatch detec-
tion, block adjustment, and dense image matching.

Firstly, tie-point matching is used to find corresponding 
points in a pair of images (even in multiple images). Consider-
ing that images used for DSM generation may come from dif-
ferent remote sensing sensors, a tie-point matching algorithm 
for multisource images (Ling et al. 2016) is implemented for 
corresponding points identification. After that, to produce reli-
able matching results, a region segmentation based matching 
propagation strategy is designed in this algorithm, so that more 
corresponding points for afterwards process can be obtained.

Secondly, considering the mismatch situation caused by 
tie-point matching process, a mismatch detection method 
should be brought into our DSM generation procedure. Wan et 
al. (2017) proposed an effective mismatch detection method 
for push broom high-resolution satellite images, named point-
to-line distance based (P2L) method. This method can distin-
guish most of the mismatches, even for the image pairs which 
have a 54-degree intersection angle. Therefore, we take it for 
our mismatch detection process.

At last, with the selected corresponding points, we con-
strain the elevation of each tie point for the sake of relative 
geometric rigidity based on a DEM-Assisted rational function 
model (RFM) (Zhang et al. 2016). And a robust dense image 
matching method named semiglobal vertical line locus match-
ing (SGVLL) is taken for the DSM generation (Zhang et al. 2017).

Besides the aforementioned procedure, there is another 
important step to this application, which is called rational 
polynomial coefficient (RPC) regeneration. (RPC files describes 
the correlation between satellite images and three-dimension 
objects and are necessary for image matching. As different 
satellite images have different RPC files, the RPC files also need 
to be regenerated when the images are super-resolved. The 
procedure of regenerating RPC files is as follows:
1. With the original RPC file and LR image, the relationship

between the LR image and a virtual three-dimensional grid
can be established, so the geographic position of the grid
can be described.

2. With the virtual three-dimensional grid and new sample
parameters, the new RPC file can be regenerated.

Quality Assessment Metrics
Image quality refers to visually significant attributes of images. 
As images with higher quality can offer better image texture 
for subsequent process, it is necessary to evaluate the images 
quality before taking them into the DSM generation process. To 
evaluate the performance of the quality of reconstructed meth-
ods, peak signal-to-noise ratio (PSNR) and structural similarity 
index (SSIM) are selected as quantitative metrics. PSNR (in dB) 
and SSIM are calculated in Equations 2 and 3:

PSNR =
−( )

10
2 1

10log
MSE

n

(2)

where MSE is defined in Equation 1.
The calculation of SSIM is based on three relatively inde-

pendent indicators, namely luminance, contrast, and struc-
ture. SSIM is defined as follows:

SSIM I I C I I C I I C I Il c s, , , ,( ) = ( )



 ( )



 ( )





α β γ
(3)

Figure 1. Flowchart of the application to subpixel level DSM 
generation.

Figure 2. CNN architecture for SR.
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where I and Î are two images to be compared. α, β, γ are 
control parameters for adjusting the relative importance and 
Cl(I, Î), Cc(I, Î), Cs(I, Î) are comparison functions on luminance,
contrast and structure, respectively. Specific introduction of 
Cl(I, Î), Cc(I, Î), Cs(I, Î) can be found in Wang et al. (2019).

The range of SSIM is [0:1]. With higher SSIM, the recon-
structed images are more similar to the real HR images. 
Although there is not a specific range of PSNR, it follows the 
same trend with SSIM, which means the higher PSNR indicates 
better image quality.

For the evaluation of DSM quality, two indicators are used 
in this paper, namely root-mean-square error (RMSE) and mean 
relative error (MRE). Suppose the reference DSM as D and the DSM 
from reconstructed images as C, so that D and C are two compo-
nents that need to be compared. RMSE and MRE for DSM quality 
assessment can be expressed as Equations 4 and 5, respectively.

RMSE C D
N

C D
i j

i n j n

ij ij, ,
,

,

( ) = −( )
= =

= =

∑1

1 1

2
(4)

MRE C D
N

C D

D
i j

i n j n
ij ij

ij
, ,

,

,

( ) =
−

= =

= =

∑1

1 1

(5)

where N stands for the number of a DSM matrix’s element, and 
(i, j) represents the position at ith row and jth column. To mea-
sure the performance difference of the different SR models, 
RMSE and MRE between reconstructed DSMs and the reference 
DSM are calculated. The lower RMSE and MRE indicate that the 
reconstructed DSM is more similar to the reference DSM, which 
are regarded as a better DSM.

Experiments
This section constructs simulated and real data experiments 
to verify the feasibility and practicability of the proposed 
method for subpixel DSM generation. It can be divided into 
three subsections, namely experiment details of image SR, 
simulated experiments, and real data experiments.

Experiment Details of Image SR
This subsection aims to describe the details of stage I of the 
proposed method and compared the results of reconstructed 
HR images.

Training Details
To train these SR models, an augmented training dataset was 
used. The training dataset contained 291 natural images in 
(Schulter et al. 2015) and 109 very high-resolution aerial 
images from the Dataset for Object deTection in Aerial im-
ages (DOTA) dataset (Xia et al. 2018). The mixed dataset was 
randomly split into 1 325 000 standard image patches for 
training. Moreover, to ensure the size of the output images un-
changed, symmetric padding was added before each convolu-
tion layer to refine these CNN-based SR methods. The training 
process was implemented on Caffe Library (Wen et al. 2016).

Image Reconstruction
With the trained models, the LR aerospace images were taken 
as input to obtain reconstructed HR images. Specifically, as 
remote sensing images were always in huge size, it was neces-
sary to divide them into patches for practical use. After that, 
the reconstructed HR images would be merged back according 
to their original order. Besides, the image reconstruction pro-
cess was based on MatConvNet (Vedaldi and Lenc 2015).

Results Comparison of Super-Resolved Images
To show the texture difference of the reconstructed images, a 
building was selected and enlarged to show the visual differ-
ence of the super-resolved images in Figure 3. Besides, several 
regions from our tested image dataset were selected to present 
the performance difference of these SR models, and the quan-
titative PSNR and SSIM results were shown in Table 1. From 
the visual difference of the red ovals in Figure 3, it could be 
found that some small objects/texture could be reconstructed 
correctly with VDSR and SRMD, while bicubic and SRCNN could 
not obtain the same result. And the statistical evaluation fur-
ther showed that SRMD outperformed the other methods, while 
bicubic performed worst. It was worth noting that the image 
texture was of significance in the subsequent image matching 
process, so it could be forecasted that with a better SR model, 
the quality of the corresponding DSM would be better.

Ground Truth Bicubic SRCNN VDSR SRMD

Figure 3. Visual comparison of the reconstruction results among different SR models (the red ovals: reconstruction results of 
a small object on the building roof).

Table 1. Stereo images quality assessment (left/right).

Method Bicubic SRCNN VDSR SRMD

Regions PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

A 29.98/32.28 0.8172/0.8453 32.15/35.21 0.8832/0.9135 33.50/36.99 0.9235/0.9609 34.79/37.66 0.9696/0.9754

B 34.35/34.95 0.7728/0.8679 36.03/37.49 0.7977/0.9246 38.50/37.87 0.9040/0.9617 39.00/38.92 0.9759/0.9699

C 38.75/38.14 0.7405/0.8278 39.73/40.15 0.7382/0.9130 41.42/41.00 0.9146/0.9639 42.40/42.47 0.9772/0.9699

D 40.10/37.09 0.5932/0.8770 40.41/39.20 0.6740/0.9147 43.10/39.80 0.8828/0.9582 44.25/40.05 0.9864/0.9628
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Simulated Experiments
Experiments Data
To better validate the feasibility and practicality of this kind 
of application, a series of simulated experiments were con-
ducted on World View stereo image dataset at first. The da-
taset was established with left images from WorldView1 and 
right images from WorldView2, of which the spatial resolution 
was 0.5 m. Besides, the geographical positioning accuracy of 
the dataset was 4.1 m with circular error at 90% probability. 
The testing site of this paper was located at Terrassa, Spain 
which covered a semirural area at undulating terrain.

Experiments Details and Results
In this subsection, the LR images were downscaled from the 
HR images with bicubic down-sample. As more information 
would be lost with a larger downscale factor and the main 
purpose of the paper was for experimental validation, we just 
set the downscale factor as 2 to conduct all the experiments. 
Besides, as the super-resolved images had the same spatial 
resolution and size with the original HR images, it was unnec-
essary to regenerate the RPC files in this subsection.

Under these conditions, the main experimental procedure 
for subpixel DSM generation in this subsection was as follows: 
the original HR stereo images were used to generate a reference 
DSM at first. Then, the downscaled images were super-resolved 
with different SR models. The DSMs with super-resolved images 
from different SR models were then generated. Moreover, to 
further demonstrate the superiority of generating high-fidelity 
subpixel level DSM, directly DSM upscale results were added as 
extra comparison experiments, where the LR DSMs were firstly 
generated with the downscaled image pairs and then interpo-
lated to the same resolution with the reconstructed DSMs.

Based on the consideration of time-consumption and DSM 
accuracy, a coarse-to-fine pyramidal DSM procedure was ad-
opted for generating a high accuracy DSM. In this process, with/
without the assistance of shuttle radar topography mission 
(SRTM), the oriented super-resolved stereo images were used to 
generate a relative low-resolution DSM at first, so that the eleva-
tion range of the main terrain in the site could be roughly deter-
mined. Then, with the guidance of the coarse DSM, a relatively 
fine DSM could be obtained via repeating the dense matching 
process. By iterating the coarse-to-fine step, a DSM which had 
the same resolution as the HR images could finally be obtained. 
In addition, a DSM refinement strategy was taken after each 
coarse-to-fine step to further optimize the generated DSM.

It was worth noting that the spatial resolution of the finally 
obtained DSMs were the same as the super-resolved images, 
which was subpixel level compared to the LR images, there-
fore we regarded it as subpixel level DSM in this paper.

To show the performance of the application, four regions of 
different terrains were selected to produce DSMs, whose spa-
tial resolution were 0.5 m. The generated DSMs were shown 
in Figure 4, where the first DSM represented the reference DSM 
in each region, the second represented the DSMs from LR DSM 
upscale, and the others represented the DSMs generated with 
different reconstructed HR images. Quantitative evaluation re-
sults for calculating deviation of these DSMs to their reference 
DSM were counted in Table 2.

Experiments Analysis
For the ease of illustration, DSMs generated from reference 
HR images were denoted as “Ref-DSM”. DSMs generated from 
different super-resolved images were denoted as “Bi-DSM”, 

Reference DSM UPSCALE Bicubic

SRCNN VDSR SRMD

Region A: building area (the red box: the main difference area)

Figure 4. Comparison of generated DSMs from different methods in four regions of several different types of terrain. (Region 
A is a building region, region B is a mountain region, region C is a main road region, and region D is a special region which 
contained mismatch). Continued on next two pages.

Table 2. Quantitative evaluation of reconstructed DSMs.

Regions 
(region size)

Methods

DSM UPSCALE BICUBIC SRCNN VDSR SRMD

RMSE (m) MRE/% RMSE (m) MRE/% RMSE (m) MRE/% RMSE (m) MRE/% RMSE (m) MRE/%

A (604 * 634) 29.2777 2.64 1.2374 0.16 0.9455 0.14 0.7425 0.11 0.7249 0.08

B (892 * 806) 82.1113 6.36 87.9862 8.77 53.9941 3.79 46.4107 3.02 35.7335 1.91

C (895 * 671) 131.1828 13.46 118.8005 17.83 103.1256 11.43 84.3968 9.9 76.0433 6.45

D (1544 * 859) 53.4419 7.18 12.1617 1.35 12.1557 1.34 9.43 1.03 7.1771 0.71
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“SRCNN-DSM”, “VDSR-DSM”, and “SRMD-DSM”. And all the DSMs 
obtained from CNN-based SR models were denoted as “SR-DSMs”.

Generally, it was obvious that the CNN-based methods 
could generate better subpixel level DSMs in any terrain situ-
ations compared to directly DSM upscale from Table 2. And 
the results in Figure 4 also showed that the DSMs obtained 
from the proposed method had higher fidelity and contained 

more terrain details. Besides, as the SR-DSMs were obtained 
from higher-resolution image pairs, there were less mismatch 
compared to the directly DSM upscale results.

For the sake of comprehensiveness, both subjective and objec-
tive evaluations were taken into consideration for analysis. Sub-
jectively, in Figure 4, the selected four regions could be mainly 
divided into three parts: building areas (region A), nonbuilding 

Reference DSM UPSCALE Bicubic

SRCNN VDSR SRMD

Region B: mountain area (the red box: forested areas)

Reference DSM UPSCALE Bicubic

SRCNN VDSR SRMD

Region C: a main road area (the red box: forested areas)

Figure 4 continued. Comparison of generated DSMs from different methods in four regions of several different types of 
terrain. (Region A is a building region, region B is a mountain region, region C is a main road region, and region D is a 
special region which contained mismatch). Concluded on next page.
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areas (region B, C), and a special mismatching area (region D) 
which contained both building area and nonbuilding area.

Firstly, it seemed that the SRMD-DSMs were always the closest 
results to the corresponding Ref-DSMs, even in the mismatched 
region, which indicated that SRMD could achieve the best per-
formance among these image reconstruction models no matter 
which type the terrain belongs to. The conclusion was the same 
to the image reconstructed results shown in Table 1 and Figure 
3. This indicated that the generated DSM would be better with
a better SR model, so the problem of DSM quality improvement
might be converted into an easier image SR problem.

Secondly, in the building region (region A), the quality 
difference among these DSMs were slight and nearly invis-
ible. It was explainable as the resolution of used images were 
high enough (0.5 m), so enough accurate feature points in the 
building edge could be obtained for subsequent DSM genera-
tion. Even when most of this region seemed to be the same, 
DSM upscale and bicubic methods failed to reconstruct the 
complete building in the red box, while all CNN-based SR 
methods could obtain the whole building edge, and the result 
of SRMD was nearly same to the reference. On the contrary, the 
visual difference was more distinct in nonbuilding regions 
(region B, C) among the SR-DSMs. For example, in the red box 
of region B and C (both belong to vegetation covered areas), 
BI-DSMs performed the worst and even could not reconstruct 

the correct terrain, while all the SR-DSMs could, more or less. 
And compared to the DSM upscale method, CNN-based SR 
models were more robust and less likely to produce incorrect 
results. It was because more terrain features and mapping rela-
tionships were learned from the samples when training these 
models, thus the reconstructed images could represent the 
real terrain better. All the results confirmed the significance 
of enhancing image texture for better DSMs generation, and 
further verified the feasibility of the proposed application.

Objectively, as illustrated in Table 2, in nonbuilding re-
gions, CNN-based SR models always outperformed the bicubic 
upscale method, especially in some complex terrains, e.g. the 
red box area of region C. As shown in Table 2, the RMSE and 
MRE of this region were even up to 118.8005 and 17.83% in BI-
DSM, while the SR-DSMs had lower RMSE and MRE. In particular, 
the SRMD-DSM reached the lowest RMSE and MRE, which was 
just about 2/3 and 1/3 of the BI-DSM. However, even though 
the experimental results clearly verified that the SRMD method 
could obtain a much better DSM than the direct upscale meth-
od, it must be noticed that the RMSE results of region B and 
region C were still too high. As the abnormal RMSE occurred 
with vegetation covered regions (region B, C), we constructed 
further experiments to investigate the specific reason. Partial 
experiment results are shown in Figure 5 and Table 3.

Reference DSM UPSCALE Bicubic

SRCNN VDSR SRMD

Region D: mismatching area (the red box: mismatch areas)

Figure 4. Comparison of generated DSMs from different methods in four regions of several different types of terrain. (Region 
A is a building region, region B is a mountain region, region C is a main road region, and region D is a special region which 
contained mismatch).
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Considering that dense matching algorithms always failed 
at forested terrains, which might result in unknown elevation 
deviation and abnormal RMSE, we removed most of vegetation 
covered areas from region B in Figure 4 to see whether the 
abnormal RMSE situation could be partially solved. The new 
experiment region is shown in Figure 5, and the quantitative 
results are in Table 3. As displayed in Table 3, the RMSE results 
had improved a lot after removing vegetation covered area, 
which explained the abnormal RMSE situation in Figure 4.

Moreover, VDSR and SRMD were regarded as two differ-
ent optimizing strategies of the basic CNN-based SR model 
(SRCNN) in this paper, of which the former tried to add layers 
and adjusted network architecture while the later focused 
on exploring image degradation formula. The experimental 
results shown in Table 2 confirmed that when the SR model 
was optimized, the DSMs quality could be improved. That is 
to say, compared to directly DSM upscale, a more satisfactory 
subpixel level DSM could be obtained with a CNN-based SR 
model. Furthermore, by optimizing the SR methods, the DSM 

Reference DSM UPSCALE Bicubic

SRCNN VDSR SRMD

I: Region B in Figure 4

Reference DSM UPSCALE Bicubic

SRCNN VDSR SRMD

II: remove vegetation area from Region B

Figure 5. The experiments to determine the reason of abnormal RMSE.

Table 3. Quantitative evaluation of experiments in Figure 5.

Methods DSM UPSCALE BICUBIC SRCNN VDSR SRMD

Regions (region size) RMSE(m) MRE/% RMSE(m) MRE/% RMSE(m) MRE/% RMSE(m) MRE/% RMSE(m) MRE/%

I: (892 * 806) 82.1113 6.36 87.9862 8.77 53.9941 3.79 46.4107 3.02 35.7335 1.91

II: (668 * 626) 29.8961 1.18 48.7352 3.55 24.1997 0.96 18.5257 0.7 16.8759 0.69
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results could also be optimized, which indicated the quality 
of generated DSM could be converted to the task of image qual-
ity promotion.

Real Data Experiments
The previous subsection validated the feasibility and practicality 
of the proposed method for subpixel generation. This subsection 
focused on its effectiveness and usefulness on real image data.

Experiments Data
In this subsection, the image data from GeoEye satellite with 
real image degradation relation were used to evaluate the pro-
posed method. Different from the simulated experiments, the 
LR stereo images used here were real images taken at the same 
time with their counterpart HR images, rather than generated 
from the original HR images. The images were taken in Cali-
fornia, United States, with 0.5 m resolution for HR images and 

Reference DSM UPSCALE Bicubic

SRCNN VDSR SRMD

Region A: building area

Reference DSM UPSCALE Bicubic

SRCNN VDSR SRMD

Region B: non-building area

Figure 6. Visual comparison of reference DSMs and DSMs from different methods (region A is a building region; region B is a 
forested and easy-mismatched region).

Table 4. Quantitative evaluation of reconstructed DSMs.

Regions

Methods

DSM UPSCALE BICUBIC SRCNN VDSR SRMD

RMSE(m) MRE/% RMSE(m) MRE/% RMSE(m) MRE/% RMSE(m) MRE/% RMSE(m) MRE/%

A (550 * 674) 24.7955 1.74 2.7447 0.22 3.6123 0.23 1.2113 0.17 1.1252 0.13

B (396 * 666) 59.3723 4.43 58.5283 4.25 57.7189 4.08 55.5158 3.87 54.7113 3.79
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2 m for LR images. The LR images were multispectral images, 
while the HR images were panchromatic images.

Experiment Details and Results
In this subsection, the LR multispectral image pairs were 
firstly composited to single-channel images. After that, the ob-
tained image pairs were super-resolved with different image 
reconstruction models. The original HR images were taken to 
generate reference DSM, and the reconstructed HR images were 
taken to generate reconstructed DSMs, with 0.5 m resolution. 
It is worthwhile to note that the RPC files of the reconstructed 
images needed to be regenerated from the RPC files of the 
original LR images.

In this subsection, we selected two different regions to 
display the experiment results. One was building region, 
which was used to demonstrate the robustness of the pro-
posed framework in the building region; the other one was 
a complex terrain which contained forested and easy-mis-
matched areas. The visual comparison results are shown in 
Figure 6, and the quantitative evaluation results are shown in 
Table 4. Also, an extra experiment, which generated LR DSMs 
from composited LR image pairs and upscaled four times to 
the resolution of the reference DSMs, was set as comparison 
experiment for real image situations.

Experiment Analysis
The visual comparison in Figure 6 and quantitative results 
in Table 4 also had the same experimental conclusion as the 
simulated experiments. Moreover, as shown in region B of 
Figure 6, even though the statistical results of RMSE and MRE 
were abnormal at the complex terrain, the visual comparison 
and quantitative results still confirmed that the proposed 
framework could generate better subpixel level DSMs. There-
fore, the proposed framework was certainly effective and 
useful in real image conditions.

Besides, it should be illustrated that the DSMs in real image 
data among these models were less satisfactory than the simu-
lated experiments. For example, the RMSE deviation between 
VDSR-DSM and SRMD-DSM in region A and B were only about 
0.09 m and 0.8 m. The main reasons are two-fold:

Firstly, the SR models adopted were actually designed for 
bicubic downscaled LR images, while the degradation rela-
tionship between the HR images and composited LR images 
were not such simple.

Secondly, the composited images also had some informa-
tion difference with the panchromatic images, which were 
jeopardized for obtaining well-performed results. Therefore, 
though SRMD had taken some imitated noise and degradations 
into consideration, the final results were still less significant 
than the simulated experimental results.

Conclusion
In previous research work, subpixel level DSM generation 
mainly relied on multisource data fusion or DSM super-
resolution, which raised the problem of acquiring different 
sources and different types of data, or the demand of abun-
dant DSM samples. To shake off the reliance on multisource 
data or plenty of DSM samples, this paper proposed a simple 
but effective framework to generate subpixel level DSM with 
high quality and high fidelity. Specifically, as DSMs from dense 
matching methods depend a lot on the original aerospace im-
ages, we take the CNN-based method into the traditional DSM 
generation process as an image quality improvement strategy, 
then generate a high-fidelity and subpixel level DSM. The 
experiments verified the feasibility and practicality of the pro-
posed framework and presented the high-fidelity and subpixel 
level DSM results. Besides, statistic results also confirmed the 

visibly superiority of the proposed method to directly DSM 
upscale method under most terrain conditions.

However, the method proposed in this paper is just a first 
trial of generating subpixel level DSM in the framework of 
improving the original image quality through SR models. The 
result is preliminary, so more experiments are needed to 
dem-onstrate its practicability. Besides, there is still much 
room for improvement. For example, a new SR model which 
exploits the actual degradations between the corresponding 
HR and LR images needs to be developed to improve the 
performance. Moreover, the reference in all of our 
experiments is better to be replaced by ground truth to avoid 
unknown errors during the Ref-DSM generation procedure. 
These issues will be ad-dressed in our future work.
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