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DEM-Assisted RFM Block Adjustment of
Pushbroom Nadir Viewing HRS Imagery

Yongjun Zhang, Yi Wan, Xinhui Huang, and Xiao Ling

Abstract—Nadir viewing satellite image is an effective data
source to generate orthomosaics. Because of the georeferencing
error of satellite images, block adjustment is the first step of
orthomosaic generation over a large area. However, the geometric
relationship of the neighboring orbits of the nadir viewing images
is not rigid enough. This paper proposes a new rational function
model (RFM) block adjustment approach that constrains the
tie point elevation to enhance the relative geometric rigidity. By
interpolating the elevations of tie points in a digital elevation model
(DEM) and estimating the a priori errors of the interpolated ele-
vations, better overall relative accuracy is obtained, and the local
optimal solution problem is avoided. By constraining the adjusted
model parameters according to the a priori error of RFMs, block
adjustment without ground control point (GCP) is performed. By
optimal initializing the object–space positions of tie points with
multi-backprojection method, the needed iteration times of block
adjustment are reduced. The proposed approach is investigated
with 46 Ziyuan-3 sensor-corrected images, a 1:50 000 scale DEM,
and 586 GCPs. Compared with Teo’s approach that constrains the
horizontal coordinates and elevations of tie points, the approach
in this paper converges much faster when the GCPs are sparse,
and meanwhile, the absolute and relative accuracy of the two ap-
proaches are almost the same. The result of block adjustment with
only four GCPs shows that no accuracy degeneration occurred
in the test area and the root-mean-square error of independent
check point reaches about 1.5 ground resolutions. Different DEMs
and number of tie points are used to investigate whether the
block adjustment result is influenced by these factors. The results
show that better DEM accuracy and denser tie points do improve
the accuracy when the images have large side-sway angles. The
proposed approach is also tested with 5118 IKONOS-2 images
that cover the southern Europe without GCP. The result shows
that the relative mosaicking accuracy is much better than that of
Grodecki’s approach.

Index Terms—Block adjustment, digital elevation model (DEM),
pushbroom satellite image, rational function model (RFM).

I. INTRODUCTION

D IGITAL orthophoto maps (DOMs) are widely used in
industries such as environmental protection, energy, min-
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Fig. 1. Ideal geometric relationship of two neighboring nadir orbits, S1 and
S2, in which the epipolar planes Ep1, Ep2, and Ep3 of tie points P1, P2, and P3
are parallel. Thus, even if the orbit S2 significantly moves in the direction of X
or Z , or rotates around the axis Y in relation to S1, the rays of the tie points will
converge with small residual errors. This means that the convergence of tie
points cannot constrain the relative position and altitude of the orbits S1 and S2.

ing, agriculture, and civil engineering. As the spatial resolution
and direct georeferencing accuracy of satellite images become
higher and higher, more and more users take them as the
data source for DOM producing to save cost. Nowadays, the
georeferencing accuracy provided by the satellite altitude and
positioning system can reach the 10-m level or even the meter
level. However, it is still several times larger than the ground
sample distance (GSD) of most of the high-resolution satellite
(HRS) images. Thus, the geometric correction is still necessary
for orthomosaic generation and mapping applications over a
large area.

Block adjustment is an effective method of the geometric
correction that can use sparsely distributed ground control
points (GCPs) to refine HRS images over a large area. Block ad-
justment can also improve the relative accuracy of HRS images
so that homogeneous and accurate orthomosaic over large areas
can be obtained. The block adjustment procedure has already
been applied to satellite images with physical camera models
[1]–[4] or empirical models [5]–[9].

However, when the block adjustment data sets are only
the nadir viewing (single-line-array) images, the problem is
more complicated, because the geometric relationship of the
neighboring single-line-array orbits is less stable than that of
in-track stereo image pair. Fig. 1 illustrates the ideal geometric
relationship of two single-line-array orbits, which is close to
most of the real situation, i.e., the neighboring orbits have
parallel scanning planes. In this situation, however, the altitudes
of the camera rotate in the parallel scanning plane, and the
corresponding points of the two orbits remain convergent in
some place. In other words, the relative altitude and location

0196-2892 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



1026 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 54, NO. 2, FEBRUARY 2016

of such neighboring orbits cannot be constrained by the con-
vergence condition of the corresponding points. In the block
adjustment, this kind of geometric instability will cause ill-
conditioned normal equations if GCPs are not distributed in
both orbits. While for orbits of in-track stereo image pairs, this
situation will never happen because their scanning planes have
relatively large angles for stereo observation.

In the previous research studies, the single-line-array orbit
orientation problem was considered to be caused by weak con-
vergence geometry, in which the base–height ratios are so small
that even a little horizontal bias can lead to a large elevation
bias. To solve this problem, Toutin [10]–[13] proposed a
method using elevation constrained tie points (ETPs) in
the block adjustment and tested the method with Landsat-7
Enhanced Thematic Mapper Plus images, pushbroom HRS
stereo images, and synthetic aperture radar images. His investi-
gations showed that good results can be obtained even if some
of the involved images do not have GCP. Teo et al. [9] proposed
a method that constrains the ground position of tie points in
the block adjustment. The ground positions are obtained by ray
tracing with a digital elevation model (DEM). His investiga-
tions showed that block adjustment with reduced number of
GCPs can reach good absolute accuracy and good relative mo-
saicking accuracy. Wang et al. [14] tested the method of planar
block adjustment with DEMs on the Chinese Ziyuan-3 (ZY-3)
panchromatic nadir images and reached similar horizontal ac-
curacy with three-line-array stereo block adjustment.

In the block adjustment problem with sensor-corrected nadir
images, all the three aforementioned methods can improve the
inner geometric rigidity, because the block adjustment forces
the rays of tie points to be intersected on the surface of the
DEM that is also used for orthorectification. However, there still
remain some questions, to our knowledge, to be deeply studied
before these methods can be used in real applications.

1) How to perform block adjustment of the single-line-array
images without GCP?

2) How to estimate the weights of elevation constraints dur-
ing block adjustment iterations? It is important because
too large weights may lead the block adjustment to fall
in local optimal, and too small weights cannot make the
geometry rigid enough.

3) The robustness of the geometric relationship between the
neighboring single-line-array orbits needs to be studied in
two aspects. One is evaluating the accuracy degeneration
when the GCPs are reduced. The other is evaluating the
orthomosaic accuracy of the result of the block adjust-
ment without GCP.

4) Will the elevation accuracy of block adjustment be influ-
enced when using inaccurate DEMs? In most situations,
the DEM is not as accurate as the elevation of the GCPs.

This paper will thus give the analysis and solution to the
aforementioned questions. In Section II, the mathematical
model of the proposed block adjustment with or without GCPs
is described. The proposed approach is applied with rational
function models (RFMs). In Section III, the workflow of the
proposed approach is given; the initialization of tie points and
the criterion of accuracy evaluation are described in detail. The
proposed approach is tested with Chinese ZY-3 satellite images

[3], [15], 1:50 000 scale standard DEM, and 586 high-accuracy
GCPs in Section IV. In Section V, the proposed approach is
also validated by block adjusting 5118 IKONOS-2 [16] images
without GCP. Finally, the conclusion and some suggestions for
production are given.

II. MATHEMATICAL MODEL OF

RFM BLOCK ADJUSTMENT

A. RFM Block Adjustment Model

RFM has been universally accepted and validated as an
alternative sensor orientation model for HRS imagery by now.
An RFM is the ratio of two cubic polynomials with 80 rational
polynomial coefficients (RPCs), which can describe the geo-
metric relationship between a normalized object point and its
corresponding image coordinates [17].

RFM is independent of sensors, mathematically simple, and
computationally fast. The RPCs provided by satellite imagery
manufacturers are usually derived without ground control infor-
mation. Thus, the inherent biases of satellite orbit and attitude
are introduced into the RPCs. However, photogrammetric block
adjustment with the RPCs has been considered unfeasible be-
cause of the overparameterization [6], [7].

Thus, the proposed RFM block adjustment approach uses the
adjustment model described in [6], i.e., RFM is used to express
the initial relationship between object–space and image–space;
the RPCs remain unchanged in the block adjustment; the ad-
justed function is the image–space affine transformation model.
The paper of Grodecki has demonstrated that the image–space
affine model is directly related to the geometric properties of
the physical camera model and is numerically more stable than
the traditional adjustment of exterior and interior orientation
parameters.

B. Observation Equations

The proposed RFM block adjustment is a nonlinear least
squares problem. The details of the way of constructing, lin-
earizing, and solving this problem can be referred in [6]. In this
section, for ease of introducing the difference of the proposed
approach, the problem is described as an optimization problem
that aimed to find the affine parameters and ground point
positions that minimize the weighted sum of squares of the
residual errors. The problem is denoted by

min
x

1

2
εTPε (1)

where ε = [εij εi εj ]
T is the residuals; the subscripts i and j

are the indices of ground point and image; εij is the residual of
the image point observation of the ith point on the jth image;
εi is the residual of the ith ground observation; and εj is the
residual of the pseudo-observation of the jth image model.
The weight matrix P is a diagonal matrix. The weights p of
the observation equations are calculated by

p = σ2
0/σ

2 (2)

where σ are the a priori errors of the observations, and σ0 is the
error of unit weight.

The solution x = [TT
j · · · XT

i · · · ]T of the problem in-
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j
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j
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j
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parameters) and Xi = [φi λi hi]
T (the adjusted object–space

coordinates in longitude, latitude, and height).
The observation equation of the image point is denoted by

εij

[
x̂nT
ij O
O x̂nT

ij

]
·Tj −

(
xij − xn

ij

)
, weight : Pij (3)

where xn
ij = [sij(Xi) lij(Xi)]

T is the nominal image location,

and x̂n
ij = [xn

ij
T 1]

T
is its homogeneous representation; xij =

[sij lij ]
T is the measured image location. The weights are

estimated by (2) with the a priori error of the matched image
observations σsij , σlij .

The pseudo-observation equation of the ith ground control or
tie point is denoted by

εi = Xi −Xc
i , weight : Pi (4)

where Xc
i = [φc

i λ
c
i h

c
i ]
T is the measured ground position; and

εi = [εφi
ελi

εhi
]T is the residual error in longitude, latitude,

and elevation. For GCPs, all the three pseudo-observation equa-
tions are added, and the weights are calculated by the a priori
error (σφ, σλ, σh) of the measured ground position. However,
for tie points, only the third equation that constrains the eleva-
tion is added. The way of estimating the a priori error σ∇H of
the elevation of a tie point will be described in the next section.

If the a priori georeferencing error of the HRS images is
already known, the pseudo-observation equations of the affine
parameters can also be added as

εj = Tj −O, weight : Pj (5)

where εj is the residual error of the affine model parameters,
and O is a zero vector that represents the initial affine model
parameters. This idea is previously used in the GPS-aided photo-
grammetric bundle adjustment in which exposure positions
obtained by airborne GPS are treated as weighted observations.
Since RFM is an approximation of the physical camera orienta-
tion model that is obtained by the satellite-borne GPS and
gyros, the initial affine model parameters can also be treated as
weighted pseudo-observations, which provides weak constraints
on the camera location and attitude. The constraints can avoid
the georeference of images varying too much in the block adjust-
ment without GCPs. The pseudoweight value of the affine model
parameters should be set according to the a priori georeferenc-
ing accuracy of the initial satellite images (most commercial
satellite images have public nominal geometric accuracy), i.e.,

σ =

⎧⎪⎨
⎪⎩
σj/(Gj), for a(j)0 and b

(j)
0

σj/(Gj ·Wj), for a(j)s and b
(j)
s

σj/(Gj ·Hj), for a(j)l and b
(j)
l

(6)

where σj is the a priori georeferencing error of the jth RFM;
Gj is the GSD of the jth image; and Wj and Hj are the width
and height in pixels of the jth image.

C. Estimation of the Elevation A Priori Error of Tie Points

In the work of Teo et al. [9], the a priori error of the
elevations of tie point is set ten times that of GCPs. In the work

Fig. 2. Error lies in the elevations of multiray backprojection. L0 is the
accurate ray, and P0 is its projection on the real ground. Ln is the ray in which
the direct geoposition error lies, and Pn is its projection on the DEM. Thus, P0

is the real ground position, and Pn is the ground position estimated by single-
or multiray backprojection. V is the direction of the georeferencing error, and
γ is the slope angle of the DEM in this direction.

of Wang et al. [14], the elevations of tie point are treated as truth
values in the adjustment equations of each iteration. However,
a large initial satellite georeferencing error may cause a large
error in the initial elevations of tie point in mountainous areas,
which may lead the adjustment to a local optimal. To weaken
the influence of the initial error in such situations, the weight
value of the elevations is set by estimating the a priori error of
the elevations of tie point in the proposed approach.

The elevation error source of a certain tie point is illustrated
in Fig. 2. The elevation error is mainly caused by the DEM
and horizontal errors of tie point. To simplify the deduction,
it is assumed that the gradient in the DEM remains unchanged
within the range of the horizontal error. Thus, the elevation error
is denoted by

∇H = H0 −Hn = ∇HDEM +∇P · tan γ (7)

where ∇HDEM is the DEM error at the true position P0 of
the tie point; ∇P is the horizontal distance between the true
position P0 and the back projected position Pn; and γ is the
slope angle of the DEM at the position P0.

In the proposed approach, the elevation a priori error of tie
point is estimated under the following assumptions.

1) The DEM error belongs to the Gaussian distribution.
2) The georeferencing error is a constant in the test area.
3) The slope tan γ in the direction of the georeferencing

error belongs to the Gaussian distribution.

The a priori error of elevation of tie point is calculated by

σ∇H =
√
σ2
DEM + (∇P · σtanγ)2 (8)

where σDEM is the a priori RMSE of the DEM, and σtanγ is
the RMS of the slope tan γ.

The a priori RMSE of national standard DEM products is
usually easy to be inquired. If no standard DEM is available,
the Shuttle Radar Topography Mission (SRTM) DEM can be
used. The accuracy of the SRTM has also been extensively
studied [18], [19]. The RMSE of the slope tan γ of the DEM is
computed before the block adjustment.
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Fig. 3. Workflow of the proposed block adjustment approach.

D. Solution of the Block Adjustment Problem

In the proposed approach, the Levenberg–Marquardt (LM) al-
gorithm [20] is used for solving this nonlinear least squares
problem. The Schur compliment trick [21] is used to reduce the
normalequations for saving the internalmemory of thecomputer,
because the unknown vector has a block structure and the blocks
are not correlated. The Cholesky factorization method is used to
solve the small-scale problems with less than 1000 images. For
large-scale problems with more than 1000 images, the normal
equations are solved by an iterative linear solver called the con-
jugate gradients method [22]. Since there are a lot of literatures
introducing these optimization solvers, the theoretical founda-
tions and detailed algorithms will not be described in this paper.

III. WORKFLOW OF THE PROPOSED APPROACH

A. Workflow of the Proposed Approach

The workflow of the proposed approach is illustrated in
Fig. 3, which includes three parts.

1) Block Adjustment Preparation: The goal is to prepare the
data for block adjustment. The image points of ground control
or tie points should be checked for eliminating obvious errors.
The ground coordinates of the tie points should be initialized
according to Section III-B.

2) Adjustment Iterations: First, the linear least squares prob-
lem of the LM algorithm is constructed and solved. Then the
unknowns are updated with the adjusted solution. Second, the
convergence of the block adjustment is checked. The conver-
gence depends on both the change of the cost function [in (1)]
and the change of RMSE of GCPs. Only if both the changes
are smaller than their given thresholds, the block adjustment
iteration will be terminated. The iteration is also terminated if
the maximum iteration number is reached. If the termination
condition is not reached, then the process goes to the third
step. Third, the elevations of tie points are interpolated at the
updated horizontal positions. If GCPs are available, the a priori

Fig. 4. Multiray backprojection. S1 and S2 are the perspective centers, x1 and
x2 are the image points, r1 and r2 are the RMS, and L1 and L2 are the rays
of the image coordinates of x1 and x2. Le is the equivalent ray of L1 and L2.
Hi and Pi are the given elevations and the computed position of the tie point
during the iterative backprojection.

TABLE I
OPTIONS AND SETTINGS OF THE PROPOSED APPROACH

errors of the elevations of tie points should also be calculated as
described in Section II-C.

3) Accuracy Evaluation: The absolute and mosaicking er-
rors are evaluated with independent check points (ICPs) and tie
points. The way of evaluation is described in Section III-C.

B. Tie Point Position Initialization

Since weak convergence geometry usually exists in the block
adjustment of single-line-array HRS images, the ground posi-
tions of tie points may be inaccurate if they are calculated by
space intersection. The initialization of tie points should be aided
by DEM. In Teo’s work, each of the image correspondences of
a tie point is used for obtaining a ground position by the ray-
tracing algorithm. Then, the initial position of the tie point is
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Fig. 5. Horizontal RMSE of ICPs in the iteration of block adjustments. Different numbers of GCPs are involved. As the number of GCPs decreases, Teo’s
approach needs more and more iterations to converge. However, the iteration times of our approach are almost not influenced by the number of GCPs. In Teo’s
approach, the ICPs are moved gradually from the initial positions to the final positions. However, in our approach, the ICPs can reach the final position at the first
iteration. (a) Sixty-four GCPs are involved. (b) Twelve GCPs are involved. (c) Four GCPs are involved.

calculated by averaging the ground positions of its image corre-
spondences. This method works in most situations [23], [24].

The elevation is calculated by multiray backprojection in
the proposed approach. The procedure of this method is illus-
trated in Fig. 4. This method solves the following optimization
problem in each of the backprojection iterations (the elevation
is known):

min
[φi λi]T

1

2
ε′Ti P′

iε
′
i (9)

where ε′i is the residual vector of the ith tie point, P′
i is the

weight matrix, and [φi λi]
T is the unknown vector. The residual

vector of the jth image correspondence of the ith tie point is
denoted by

ε′ij = xn
ij − xij , weight P′

ij . (10)

The weights of the image observations do not depend on the
a priori error of image matching. They depend on the a priori
georeferencing error of the RFM. The advantage of this method
is that the initial positions of tie points are optimal even when
the involved images have different georeferencing accuracy
values. The LM algorithm and Cholesky factorization are used
to solve the optimization problem.

C. Accuracy Analysis

When GCPs are available, the absolute accuracy of block
adjustment result can be evaluated by the RMSE of the ground
coordinate disparities. However, the possible weak convergence
geometry will cause that the ground position cannot be calcu-
lated accurately by space intersection. Thus, in the proposed
approach, only absolute horizontal accuracy is evaluated. The
nominal horizontal location of a GCP is calculated by multiray
backprojection (see Section III-B) with its known elevation.

In the proposed approach, GCPs that have more than one
image correspondence are also used to evaluate the mosaick-
ing error. The way of calculating the mosaicking error is
denoted by

mxi
=

√√√√ 1

n

n∑
j=1

(∇xij ·Gj)2 myi
=

√√√√ 1

n

n∑
j=1

(∇yij ·Gj)2

(11)

TABLE II
ABSOLUTE ACCURACY

where mxi
and myi

are the mosaicking errors in sample (cross-
track) and line (in-track) directions of the ith GCP; n is the
number of image correspondences;∇xij and∇yij are the resid-
ual errors of the ith image point; and Gj is the GSD of the jth
image. For a test area, the mean value of the mosaicking error
of GCPs is used to evaluate the overall mosaicking accuracy.

When processing block adjustment without GCP, tie points
are used to evaluate the mosaicking error in each of the image
pairs. In an image pair, each of the corresponding points has two
image points, and thus, two ground positions can be calculated
by ray tracing with the DEM and the block adjustment result.
The horizontal disparity between the two ground positions is the
local mosaicking error of the corresponding point. The root of
the squared mean of the horizontal disparities is used to evaluate
the mosaicking accuracy of an image pair.

However, the mean horizontal disparities of tie points are
strongly influenced by the DEM error. Assume no error exists
in the block adjustment result, the relationship between the
horizontal disparity of a tie point and the DEM elevation error
is denoted by

mi = 2 tan
φj1j2

2
· ∇HDEMi

(12)

where mi is the horizontal disparity of the ith tie point in
the image pair of the j1th image and the j2th image; φj1j2 is
the intersection angle of the image pair; and ∇HDEMi

is the
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Fig. 6. Absolute and relative accuracy of block adjustment with varying number of GCPs. (a) RMS of GCPs and ICPs in the result of block adjustment with
different numbers of GCPs. (b) Mean mosaicking error of GCPs and ICPs in the result of block adjustment with different numbers of GCPs.

elevation error of the DEM at the position of the ith tie point.
This equation reveals that larger intersection angles and worse
DEM accuracy lead to a larger mosaicking error.

IV. VALIDATE THE PROPOSED APPROACH WITH GCPS

There are two goals of the investigation in this section.
1) Section IV-A validates the proposed approach with

GCPs in terms of the absolute accuracy, mosaicking
accuracy, and robustness. Teo’s approach is used for
comparison.

2) Section IV-B evaluates the influences of the DEM accu-
racy and tie point density on the block adjustment results.

These investigations use the nadir viewing ZY-3 images from
the China Centre for Resource Satellite Data and Application
(CRESDA). The involved images are sensor-corrected prod-
ucts, on which only the radiometric correction and on-orbit cal-
ibration were performed. The GSD of the panchromatic nadir
viewing ZY-3 image is about 2.1 m. The detailed properties of
ZY-3 images can be referred in [3].

The involved images were acquired over Shanxi Province,
China, between April 30, 2013 and August 31, 2013. There is no

TABLE III
RESULTS OF BLOCK ADJUSTMENT WITH

ALL GCPS AND WITHOUT GCP

snow-covered area, and the cloud covering rate is less than 10%
in each image. The topography in Shanxi Province is mainly
mountains and covers different environments: residential, semi-
rural, forested areas, and many coal mines. The elevation ranges
from 500 to 3000 m. The GCPs were manually acquired from a
1:10 000 scale DOM with 2-m GSD and a 1:50 000 scale stan-
dard DEM with 25-m grid intervals. The a priori error of the
1:10 000 scale DOM is approximately 3 m horizontally, and
the a priori error of the 1:50 000 scale DEM is about 3 m in the
plain area and 5 m in the mountains. The SRTM DEM with 90-m
grid intervals is used for comparison in Section IV-B. The
a priori elevation error is about 20 m in the plain area and 50 m
in the mountains.
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Fig. 7. Horizontal error vectors of GCPs (red squares and arrows) and ICPs
(blue circles and arrows) in the results of the proposed approach. The test shown
in (a) used all GCPs as control. The test shown in (b) used four GCPs as control.
(a) All GCPs are used for controlling. (b) Four GCPs are used for controlling,
and the others are used as ICPs.

Some important settings and options of the proposed ap-
proach in this investigation are listed in Table I. The block
adjustment experiments in this section were processed in a
laptop having an Intel Core-i5 CPU and 8 GB internal memory.

A. Validation of the Proposed Approach

In the data preparation stage for the investigation, about
2000 tie points are automatically matched in each image, and
586 GCPs are manually measured and validated. When testing
Teo’s approach, the ground positions of tie points are taken as
pseudo-observations in each iteration, and the a priori error is
set to be ten times that of GCPs (σφ = σλ = 20 m, σh = 30 m).

TABLE IV
PROPERTIES OF IMAGE BLOCKS FOR TESTING WITH DIFFERENT DEMS

The 1:50 000 scale DEM is used for interpolating the elevations
of tie points in both approaches.

Different numbers of GCPs are used for comparing the con-
vergence speed and absolute accuracy of the two approaches.
This test is performed three times with 64, 12, and 4 GCPs,
respectively. Fig. 5 illustrates the horizontal RMSE of ICPs
in the block adjustment iterations. The absolute accuracy is
compared in Table II. The results show that the horizontal
RMSEs of the GCPs and ICPs of the two approaches are almost
the same. However, Teo’s approach needs more iteration times
to converge. As shown in Fig. 5 and Table II, the less the GCPs,
the more iterations Teo’s approach needs to converge. The
ICPs are moved gradually from the initial positions to the final
positions. However, in the proposed approach of this paper, the
ICPs can reach the final position at the first iteration, no matter
how many GCPs are used for control. This property makes our
approach very time-efficient, particularly when outliers in the
tie points are needed to be eliminated iteratively.

In order to fully evaluate the absolute and relative accu-
racy, the proposed approach was tested with randomly selected
GCPs. The number of GCPs varied from 4 to 225. In order
to avoid extrapolation, the test area was divided regularly into
grids, and the GCPs are selected in each grid. The unselected
GCPs were used as ICPs. In addition, the approach was also
tested with all the GCPs and with no GCP.

Fig. 6 illustrates the absolute and relative accuracy of the
results of the tests with 4–225 GCPs. As shown, when the GCP
number decreases from 225 to 4, the RMSE of ICPs in the
longitude direction increases from 1.6 m (less than 1 GSD)
to 2.9 m (less than 1.5 GSD); the RMSE of ICPs in the
latitude direction increases from 1.1 m (0.5 GSD) to 3.1 m
(1.5 GSD); the mean mosaicking error of ICPs in the longitude
direction slightly increases from 0.74 to 0.78 m; and the mean
mosaicking error of ICPs in the latitude direction is not changed
at about 0.40 m. These results prove that the proposed approach
can reach high accuracy when using very sparse GCPs. Table III
lists the absolute accuracy and mosaicking accuracy of the test
using all the GCPs and no GCP. Combining the mosaicking
error listed in Table III and the mosaicking error illustrated in
Fig. 6(b), it is clear that the number of GCPs almost has no
influence on the mean mosaicking error, which demonstrates
the inner geometry of the proposed block adjustment is rigid.

Fig. 7 illustrates the horizontal error vectors of GCPs (red
squares and arrows) and ICPs (blue circles and arrows).
Fig. 7(a) illustrates the result of the test using all the GCPs,
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Fig. 8. Block adjustment result of the test with different DEMs and different densities of ETPs. Each node means the mean horizontal RMS in ten times of block
adjustment with the corresponding number of ETPs. (a) Mean horizontal RMS of ICPs in Group 1. (b) Mean horizontal RMS of ICPs in Group 2.

and Fig. 7(b) illustrates the result of the test using the least
number of GCPs (four GCPs). In Fig. 7(a), the directions of the
error vectors are randomly distributed, whereas in Fig. 7(b), the
directions are systematic at a certain extent. However, Fig. 7(b)
also shows that the accuracy is consistent in the whole test area
because the accuracy degradation does not occur in the images
that are far away from the GCPs, which also demonstrates that
the inner geometry of the proposed block adjustment is rigid.

B. Influence of DEM Accuracy and Tie Point Density

For the users who cannot obtain standard high-accuracy DEM
products, the SRTM is a good choice. However, how the pro-
posed block adjustment result is influenced by the DEM
accuracy needs to be investigated.Theoretically,denser tie points
can reduce the influence of the random error in their elevation
constraints, but it is not supported by enough evidence. To
investigate the two questions, a test was conducted with the
following conditions.

1) Two groups of images were involved. Each group in-
cluded two images, and the images were at different
orbits. The images were selected from the mountainous
region of Shanxi test area. Group 1 had a small intersec-
tion angle (4◦); Group 2 had a large intersection angle
(23◦). The detailed information is listed in Table IV.

2) In each group, one image was used as the master image
(having only GCPs), and the other was used as the slave
image (having only ICPs). The RMSE of ICPs was used
to evaluate the accuracy of the result.

3) The standard 1:50 000 scale DEM with 25-m grid inter-
vals and the SRTM with 90-m grid intervals were used in
this test for comparison.

4) The overlapping areas of the two groups were regularly
divided into grids, and the tie points were randomly
selected from them. Each selection of tie points and the
following block adjustment were performed ten times to
avoid the influence of random factors.

Fig. 8(a) illustrates the horizontal RMSE of ICPs in Group 1
that varies from 1.7 m to 2.1 m irregularly. So it can be
concluded that the accuracy is almost not influenced by the
number of tie points and the accuracy of the DEM. Fig. 8(b)
illustrates the horizontal RMSE of ICPs in Group 2. When

using the standard DEM, the RMSE decreases from 5.2 to 4.2 m
as the number of tie points increases from 10 to 150. When
using the SRTM, the RMSE slightly decreases from 5.2 to 4.5 m
as the number of tie points increases from 10 to 100, but then
increases to 5.0 m as the number of tie points increases to 150.
Thus, in Group 2, the accuracy of the result is influenced by
both the DEM accuracy and the density of tie points.

This test demonstrates the following conclusions:

1) The DEM accuracy does not influence the accuracy of
the results only when the intersection angles between the
block adjusting images are all very small.

2) When block adjusting images that have larger intersection
angles, using denser tie points can slightly improve the
accuracy of the result.

V. VALIDATE THE APPROACH WITH TIE POINTS ONLY

The proposed approach was also validated by IKONOS-2
standard geometrically corrected images. Five thousand one
hundred eighteen RFMs and about 307 000 tie points were pro-
vided by ESRI (www.esri.com) and simultaneously adjusted. A
lot of GCPs are needed if the purpose is to improve the absolute
accuracy of these images because they are not linked as a single
network. However, only tie points on the overlapping areas are
needed if the purpose is to improve the relative accuracy. The
block adjustment was processed in a certain server of ESRI.
The delivered RFMs were believed to have about 6-m accuracy.
Thus, the options and settings of the approach are the same with
those in Section IV, except that the a priori error of the RFMs is
set 6 m (σi = 6 m).The images covered most part of the south-
ern Europe (see Fig. 9). Since no GCP was available, the ab-
solute accuracy was not assessed, and the mosaicking error was
evaluated by tie points. The SRTM was used for interpolating
the elevations of tie points. The proposed approach was com-
pared with the Grodecki’s RFM block adjustment, in which nei-
ther the elevations nor the horizontal positions of tie points are
constrained [5]. However, to avoid the divergence, the pseudo-
observations of adjusted model parameters were also added in
Grodecki’s approach with the same a priori error of the RFM.

Fig. 10(a) illustrates the histogram of the mosaicking er-
rors of all the image pairs. Obviously, there are much more
image pairs that have less than 5-m mosaicking errors in our
approach when compared with those in Grodecki’s approach.
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Fig. 9. European test area and outlines of the IKONOS-2 image.

Fig. 10. Absolute and relative accuracy of block adjustment with varying
number of GCPs. (a) Histogram of the mosaicking error. (b) Relationship
between the intersection angle and the mosaicking error. Each point represents
an image pair. Green points are the results of Grodecki’s approach. Red points
are the results of our approach. Blue line represents the computed mosaicking
error caused by the 50-m elevation error DEM.

Fig. 10(b) illustrates the relationship between the intersection
angle and the mosaicking error. Since the a priori error of
the SRTM is believed to be less than 50 m in most areas,

the mosaicking error caused only by the 50-m DEM error is
treated as the maximum mosaicking error. The blue curve in
Fig. 9(c) represents the maximum mosaicking error with differ-
ent intersection angles [calculated by (12)]. In our approach,
the mosaicking errors of almost all of the image pairs are
smaller than the curve of the blue line. However, in Grodecki’s
approach, the mosaicking errors of many image pairs are larger
than the blue curve. These experiments demonstrated that the
proposed block adjustment approach is geometrically rigid
when processing the IKONOS images.

VI. CONCLUSION

This paper analyzes the problem that existed in the orien-
tation of neighboring nadir-viewing single-line-array satellite
orbits and proposes a new RFM block adjustment approach.
This paper also theoretically analyzes the error that lies in
the interpolation of the elevation of tie points and proposes
a weight estimation method. In the proposed approach, the
pseudo-observation constraints of adjusted model parameters
constrain the position of images, which plays the role of GCPs;
thus, the block adjustment without GCPs is achieved, and
the iteration will not diverge in such conditions. The result
of experiments taking all the GCPs as ICPs in Section IV-A
demonstrates that the proposed method can achieve very good
relative accuracy (0.81 m in longitude and 0.40 m in latitude
on the 2.1-m GSD ZY-3 nadir images) in such conditions.
The robustness of the proposed approach is evaluated in the
same experiment by reducing the number of GCPs (with a
3-m a priori horizontal error) from 225 to 4. The RMSE of
ICPs changes from about 1.5 to 3 m (0.75–1.5 pixels), and
the mean mosaicking error remains less than 1 m (0.5 pixels).
In Section IV-B, the experiment using different DEMs demon-
strates that the a priori error of the DEM can influence the
accuracy of the result when the convergence angles are very
large. In Section V, the comparison of the proposed approach
and the Grodecki’s original approach using IKONOS images
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demonstrates that the elevation constraints improve the relative
accuracy of RFM block adjustment. When using the proposed
approach, the following suggestions are offered.

1) If no accurate DEM is available when block adjusting
single-line-array images, GCPs should be distributed in
each orbit.

2) When the adjusted images have relatively large side
sways, using denser ETPs can reduce the influence of
DEM error and may improve the accuracy of block
adjustment.

3) If the purpose of block adjustment is to produce orthomo-
saics, the DEM used for orthorectification should also be
used in the block adjustment to interpolate the elevations
of tie points.
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