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Self-Calibration Adjustment of CBERS-02B
Long-Strip Imagery

Maoteng Zheng, Yongjun Zhang, Junfeng Zhu, and Xiaodong Xiong

Abstract—Due to hardware limitations, such as the poor accu-
racy of its onboard Global Positioning System receiver and star
tracks, the direct georeferencing accuracy of the China and Brazil
Earth Resource Satellite 02B (CBERS-02B) by its onboard posi-
tion and attitude measurements is less than 1000 m at times. Thus,
the image data cannot be directly used in surveying applications.
This paper presents a self-calibration bundle adjustment strategy
to improve the georeferencing accuracy of the onboard high-
resolution camera (HRC). An adequate number of automatically
matched ground control points (GCPs) are used to perform the
bundle adjustment. Both the systematic error compensation model
and the orientation image model along with the interior self-
calibration parameters are used in the bundle adjustment to elim-
inate the systematic errors. A self-calibration strategy is used to
compensate for the time delay and integrated charge-coupled
device translation and rotation errors by introducing a total of ten
interior orientation parameters. The preliminary results show that
the accuracy of self-calibration bundle adjustment is two pixels
better than that of bundle adjustment without self-calibration, and
the planimetric accuracy of the check points is about 10 m. The
unusual variations of the exterior orientation parameters in some
cases are eliminated after enlarging the orientation image intervals
and increasing the weights of the onboard position and attitude
observations.

Index Terms—Bundle adjustment, China and Brazil Earth
Resource Satellite 02B (CBERS-02B), high-resolution camera
(HRC), self-calibration.

I. INTRODUCTION

THE resolution of satellite imagery has been largely im-
proved to 1 m or better in recent years. For example, the

ground sample distances (GSDs) of IKONOS [1] and Quick-
Bird [2], [28] at nadir have been reported to be 1.0 and 0.61 m,
respectively; WorldView-2 [3], [29] has a GSD of 0.46 m (re-
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Fig. 1. Designed distribution of the TDI-CCD arrays on the focal plane of the
CBERS-02B HRC.

sampled to 0.5 m as required by the government of the United
States) at nadir; and GeoEye-1 [4] has a GSD of 0.41 m (resam-
pled to 0.5 m for the same reason above), which is currently
the highest resolution among all commercial satellites in the
world. All of the above satellites adopted the linear pushbroom
imaging mode to acquire high-quality linear-array imagery
while integrated with high-accuracy Global Positioning System
(GPS) receivers and star trackers to measure its instantaneous
position and attitude data at the imaging time. These auxiliary
data are transferred to a ground station and are used to perform
direct georeferencing. The accuracy of direct georeferencing
can achieve 3 m using the auxiliary data of GeoEye-1 [4].

The China and Brazil Earth Resource Satellite 02B (CBERS-
02B) is the first high-resolution Earth observation satellite in
China. It was launched on September 19, 2007, and has re-
mained operational until now. The orbit height is about 780 km.
The nadir ground resolution of the onboard high-resolution
camera (HRC) is about 2.36 m, and the nominal focal length
of the HRC is about 3300 mm. The time delay and integrated
charge-coupled device (TDI-CCD) scanning mode, which is
widely used in Earth observation satellites such as IKONOS,
is also applied in the HRC of the CBERS-02B satellite [5], [6].
The TDI-CCD device has a high signal-to-noise ratio and good
sensitivity, but the internal construction and optical geometry
are more complicated than a conventional CCD unit, which
leads to the difficulty encountered in data processing. A TDI-
CCD device is actually a matrix array that consists of m lines
of CCD arrays, where m is the number of CCD lines. However,
in the TDI scanning mode, the concept of frames does not exist
because the CCD lines are designed for imaging the same cor-
responding line on the ground at different times. The m CCD
units at the same column will, in turn, image the same ground
object, and the output signal will be amplified by accumulating
all the signals that are captured by the m CCD units. The geom-
etry of the TDI-CCD alignment, as shown in Fig. 1, is com-
posed of three TDI-CCD devices installed on the left, middle,

0196-2892 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



3848 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 53, NO. 7, JULY 2015

and right of the focal plane, respectively; and each of them has
4096 pixels. The overlap of adjacent TDI-CCDs is 21 pixels.
The middle TDI-CCD is shifted at a distance of d against the
other two. The pixel size is 0.01 mm, the entire mosaicked
CCD array width is 12 246 pixels, and the ground swath is
28.9 km.

The accuracy of direct georeferencing with the auxiliary data
of CBERS-02B is usually about 1000 m, which does not meet
the requirements of mapping applications [7]. A few ground
control points (GCPs) are needed in the bundle adjustment to
improve the geopositioning accuracy. Exterior orientation mod-
els for the bundle adjustment with linear-array satellite imagery
can be categorized into two classes, namely, generic models and
strict physical models. A generic model is often referred to as a
rational function model. It is actually a mathematical function
that is adopted to model the relationship between the image
coordinates and the object coordinates [2], [8]–[10]. It is simple
and fast but is not suitable for the geolocation of long-strip im-
agery or sensor geometric calibration. A strict physical model
uses exterior orientation parameters (EOPs) and interior orien-
tation parameters (IOPs) to represent a sensor’s instantaneous
position, attitude, and camera geometry parameters at the time
of scanning [11]. The ground object coordinates can be cal-
culated with these EOPs, IOPs, image coordinates, and digital
elevation model (DEM), according to the collinearity condition.
Bundle adjustment is generally used to recover all these param-
eters. Since we are dealing with linear-array imagery, a proper
trajectory model must be adopted to represent the EOPs’ vari-
ations by time and reduce the number of unknown parameters.
Several trajectory models, such as the quadratic polynomial
model [12], the systematic error compensation model [13], the
orientation image model [13]–[16], and the piecewise polyno-
mial model [11], [16]–[18], are widely used. Some researchers
also use rigorous models with orbit mechanics constraint [19],
[20]. As for 02B imagery, Yue et al. [5] adopted a quadratic
polynomial model to perform the bundle adjustment. Marcato
and Tommaselli [6] combined the control points and lines with
orbital data to perform exterior orientation.

On-orbit sensor calibration is a significant procedure before
the mapping application, such as SPOT5 [21], [26], ALOS [22],
[27], and Orbview-3 [23]. Since the internal construction of
the TDI-CCD devices in CBERS-02B HRC is complicated,
the IOPs must be introduced into the bundle adjustment to
eliminate the misalignment error of the TDI-CCD devices and
to improve the georeferencing accuracy [7]. Yue et al. [5] intro-
duced three translation parameters along track that correspond
to the left, middle, and right TDI-CCDs, respectively. However,
this scheme can only eliminate the TDI-CCD translation errors
along track; the systematic errors across track still exist. There
may also be a rotation angle between the real position and the
designed position of the TDI-CCD devices. Moreover, the CCD
size error and the CCD bending error also exist. These two types
of errors are much smaller than the expected overall positional
error based on GCP matching, and the accuracy of the auto-
matically matched control points (about 3 m in planimetry and
10 m in height) is too low to identify these errors and therefore
is ignored in this paper. The workflow of this method is shown
in Fig. 2.

Fig. 2. Workflow of on-orbit sensor calibration.

This work is further research based on an original study
submitted to the 2012 International Society of Photogrammetry
and Remote Sensing Conference in Melbourne, Australia [7].
The systematic error compensation model is combined with
the orientation image model to perform the bundle adjustment,
and the translation and rotation parameters are introduced to
eliminate the TDI-CCD misalignment error. Ten parameters,
including f (referring to the focal length) and (θl,Δxl,Δyl),
(θm,Δxm,Δym), and (θr,Δxr,Δyr), which refer to the cor-
rections of the left, middle, and right CCDs, respectively, are
introduced into the bundle adjustment with the long orbit data;
these parameters may be correlated. A proper combination of
these IOPs will be drawn according to these experiments. We
enhanced the gross error detection and elimination algorithms
of the GCPs, compared with the original work, due to the many
gross errors in the automatically matched GCPs. The original
findings (i.e., the calibration of the IOPs can improve the geopo-
sitioning accuracies, and there are relativities among the IOPs)
are verified in this paper. The methods of enlarging the orienta-
tion image intervals and increasing the weights of the GPS and
star tracker observations are applied to eliminate the unusual
variations of the EOPs caused by gross errors and the lack of
GCPs, as mentioned in the original work [7]. The accuracy of
the bundle adjustment is improved to less than 10 m in planime-
try by using our method. The detailed results are discussed in
Section III.

II. METHODOLOGY

Exterior orientation and interior orientation are the key is-
sues of geopositioning before map applications; the exterior
orientation models (known to be trajectory models since we
are dealing with linear imagery) and the interior orientation
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model are used in this paper according to the characteristics
of CBERS-02B HRC imagery.

A. Exterior Orientation Model

A proper trajectory model is needed to represent the EOPs’
variations by time and to reduce the number of unknown
parameters. All the EOPs can be calculated by these model
parameters, which will be solved in the bundle adjustment. The
quadratic polynomial model, the systematic error compensation
model, the piecewise polynomial model, and the orientation
image model are the most commonly adopted models, as dis-
cussed in Section I. In this paper, the systematic error compen-
sation model is combined with the orientation image model for
the bundle adjustment.

1) Systematic Error Compensation Model: The systematic
errors of the position and attitude data can be described by the
quadratic polynomials about time since the orbit and attitude of
the satellite are usually very stable compared with airborne sen-
sors, and the real position and attitude of the satellite are equal
to the position and attitude observations plus the corresponding
systematic errors, which are calculated by the quadratic polyno-
mial parameters and the corresponding imaging time, as shown
in the following equations:

Xs =Xs0 +ΔXs
Y s =Y s0 +ΔY s
Zs =Zs0 +ΔZs
ϕ =ϕ0 +Δϕ
ω =ω0 +Δω
κ =κ0 +Δκ (1)

where Xs, Y s, Zs, ϕ, ω, κ are the satellite position and atti-
tude; and Xs0, Y s0, Zs0, ϕ0, ω0, κ0 are the onboard observa-
tions of the position and attitude of the sensor. ΔXs,ΔY s,
ΔZs,Δϕ,Δω,Δκ are the systematic errors of the position and
attitude of the sensor, i.e.,

ΔXs = a0 + a1t+ a2t
2

ΔY s = b0 + b1t+ b2t
2

ΔZs = c0 + c1t+ c2t
2

Δϕ = d0 + d1t+ d2t
2

Δω = e0 + e1t+ e2t
2

Δκ = f0 + f1t+ f2t
2 (2)

where a0, b0, c0, d0, e0, f0, a1, b1, c1, d1, e1, f1, a2, b2, c2, d2, e2,
f2 are the polynomial coefficients of the systematic error
compensation model, and t is the time parameter.

2) Orientation Image Model: The EOPs of the orientation
images at a certain time are treated as unknowns. The EOPs of
each scanning line at the other times can be interpolated with
the EOPs of the adjacent four orientation images, which will be
solved in the bundle adjustment, i.e.,

P (tj) =
K+2∑

i=K−1

⎡
⎢⎣P (ti)

K+2∏
k=K−1

k �=i

t− tk
ti − tk

⎤
⎥⎦ (3)

where P (tj), P (ti) are the EOPs (referred to as Xs, Y s, Zs, ϕ,
ω, κ) at time tj and ti, t is the time of imaging, and tk is the
corresponding time of orientation image k.

Fig. 3. CCD rotation and translation on the focal plane.

B. Calibration Model of Interior Parameters

In this paper, one rotation angle and two translation param-
eters of each of the left, middle, and right TDI-CCDs were
introduced into the bundle adjustment as shown in Fig. 3. These
parameters should be stable, but may change after operating for
a long time in space; thus, it is suggested that the calibration
process take place every one to two years.

The coordinates of the image points on the left, mid-
dle, and right TDI-CCDs can be calculated by the following
equations:

xl =(nl − c) · sin θl · px + xl0 +Δxl

yl = −(nm/2 + (nl − c) · cos θl) · px +Δyl

xm =(c− nl) · sin θm · px + xm0 +Δxm

ym =(−nm/2 + (c− nl) · cos θm) · px +Δym

xr =(c− nl − nm) · sin θr · px + xr0 +Δxr

yr =(nm/2 + (c− nl − nm) · cos θr) · px +Δyr (4)

where O is the original point; xl, yl are the coordinates of the
image points on the left subimage; xm, ym are the coordinates
of the image points on the middle subimage; xr, yr are the
coordinates of the image points on the right subimage; and
xl0, xm0, xr0 are the distances between the left, middle, and
right TDI-CCDs to the y-axis, which is determined by lab-
oratory calibration. nl, nm are the pixel numbers of the left
and middle TDI-CCDs; θl, θm, θr are the rotation parameters
of the left, middle, and right TDI-CCDs; Δxl,Δyl are the
translation parameters of the left TDI-CCD; Δxm,Δym are
the translation parameters of the middle TDI-CCD; Δxr,Δyr
are the translation parameters of the right TDI-CCD; c is the
column index of image point; and Px is the pixel size.

C. Error Equations of the Systematic Error
Compensation Model

The error equations of the systematic error compensation
model can be derived by (1) and (2) and can be written as
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follows:

Vimg =Axeop +Cxiop − limgPimg

Viop =xiop − liopPiop (5)[
Vimg

Viop

]
=

[
A C
O E

] [
xeop

xiop

]
−
[
limg

liop

]
Pimg

Piop
(6)

where Xeop is the unknown vector of the systematic error
compensation parameters; Xiop is the unknown vector of the
IOPs; limg is the discrepancy vector of the image point ob-
servations; liop is the discrepancy vector of the IOPs’ pseudo-
observations; A,C are the design matrices; O is the zero
matrix; E is the unit matrix; and Pimg, Peop are the
weights of the image point observations and the IOPs’ pseudo-
observations, respectively.

D. Error Equations of the Orientation Image Model

The error equations of the orientation image model can be
derived by (3) and can be written as follows:

Vimg =Axgps +Bxatt +Cxiop − limgPimg

Vgps =xgps − lgpsPgps

Vatt =xatt − lattPatt

Viop =xiop − liopPiop (7)⎡
⎢⎢⎣
Vimg

Vgps

Vatt

Viop

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
A B C
E O O
O E O
O O E

⎤
⎥⎥⎦
⎡
⎣xgps

xatt

xiop

⎤
⎦−

⎡
⎢⎢⎣
limg

lgps
latt
liop

⎤
⎥⎥⎦
Pimg

Pgps

Patt

Piop

(8)

where Xgps is the unknown vector of the translation param-
eters; Xatt is the unknown vector of the rotation parameters;
Xiop is the unknown vector of the IOPs; limg is the discrepancy
vector of the image point observations; lgps is the discrepancy
vector of the GPS observations; latt is the discrepancy vector
of the star tracker observations; liop is the discrepancy vector of
the IOPs’ pseudo-observations; A, B, C are the design matri-
ces; O is the zero matrix, E is the unit matrix; and Pimg,Pgps,
Patt, and Piop are the weights of the image point observations,
the GPS observations, the star tracker observations, and the
IOPs’ pseudo-observations, respectively.

III. EXPERIMENT AND ANALYSIS

In this paper, the systematic error compensation model com-
bined with the orientation image model was introduced into
the bundle adjustment along with the IOPs. The systematic
error compensation model was first used to eliminate the large
systematic errors of the entire strip, and then, the orientation
image model was utilized to eliminate the remained systematic
errors. A best IOPs combination scheme was found after many
test sequences with different combinations of these IOPs, as
shown in Table II.

Since the position, the attitude observations, and the IOPs’
pseudo-observations were introduced into the bundle adjust-
ment, the best adjustment result was achieved while the proper
weight matrix was fixed. The weights of all the observations

Fig. 4. White polynomial area is the ground coverage of the test block shown
on Google Earth.

were fixed according to their priori accuracies, which were
provided along with the metadata. The weights of the image
points were set as the unit weight, and the weights of the other
groups of observations were the square of the ratio of their
accuracy and the image point accuracy. The weights of the
IOPs’ pseudo-observations were empirical values. The whole
adjustment was performed in the WGS84 coordinate system,
but the check point’s root-mean-square error was transferred to
the tangential plane coordinate system.

A real data set collected by the CBERS-02B HRC in
December 2010 was used for the experiments in this paper.
The test block consisted of only one strip, which covered an
area of 28.9 km × 2284 km passing from Henan province to
northeastern China, as shown in Fig. 4. The camera, as pre-
viously mentioned, utilizes three TDI-CCD devices to acquire
linear imagery. The output image is mosaicked by three images
that were acquired by the left, middle, and right TDI-CCD
devices, but seams still exist in the mosaicked image, as shown
in Fig. 5(a), and some CCD lines on the subimage are missing,
as shown in Fig. 5(b).

A total number of 508 813 control points (about 5000
points per scene) were matched from 1:10 000 scale or-
thomaps, which is a standard digital ortho model (DOM)
product provided by the official department of China, with
a GSD of 2.5 m, and a public global DEM collected by
Shuttle Radar Topography Mission (SRTM) using an automatic
matching program developed by our research team. Half of
them were used as independent check points in the bundle
adjustment. The accuracies of these points were assessed to
be about 3 m in planimetry and 10 m in height according to
the reference orthomaps and SRTM. Some gross errors (mainly
caused by the low contrast, weak texture, or other situation)
existed among the control points. Thus, the gross error elimina-
tion procedure became inevitable during the bundle adjustment
and was derived according to the posterior variance component
estimation principle.
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Fig. 5. (a) Missing scanner lines in the right CCD image. (b) Enlarged image
of the rectangle area in (a). (c) Mosaic error between the left and middle CCD
images. (d) Enlarged image of the rectangle area in (c).

TABLE I
IMAGE POINT RESIDUALS OF BUNDLE ADJUSTMENT WITH THE

SUBIMAGES ACQUIRED BY THE LEFT, MIDDLE, AND RIGHT

SUBIMAGES AND THE WHOLE IMAGE MOSAICKED

BY THE THREE SUBIMAGES

A. Bundle Adjustment With Three Subimages and the
Mosaicked Image

The systematic error compensation model was first adopted
to refine the EOPs, and then, the orientation image model was
applied to eliminate the remaining systematic errors. As illus-
trated in Table I, the image point residuals of the bundle adjust-
ment with the left, middle, or right subimages are two to three
pixels less than that of the bundle adjustment with the whole im-
age, which means that the whole image mosaicked by the three

TABLE II
IMAGE POINT RESIDUALS AND CHECK POINT PLANIMETRIC ACCURACY

WITH DIFFERENT SCHEMES OF IOPS COMBINATIONS

subimages continues to have a misalignment error, and cali-
bration of the interior parameters is necessary to eliminate the
misalignment error caused by the rotation and translation of the
TDI-CCD devices between the real and designed positions [24].

B. Bundle Adjustment With Different Combinations of IOPs

Ten IOPs, at most, were introduced into the adjustment: f
refers to the focal length; x0, y0, a0 are the two translation
parameters and one rotation parameter that refer to the left TDI-
CCD; x1, y1, a1 are those of the middle TDI-CCD; and x2, y2,
a2 are those of the right TDI-CCD. Among these ten param-
eters, (x0, y0, a0), (x1, y1, a1), and (x2, y2, a2) refer to the
left, middle, and right TDI-CCDs, respectively; and these three
groups of parameters are correlated to each other. We could not
solve all of them in the same bundle adjustment process because
they were nondeterminable if they were all set as unknowns.
When one of them was fixed, the other two groups became
determinable. This experiment was designed to investigate how
these parameters contributed to the bundle adjustment, as well
as which combination of them was the best.

The initial values of these parameters were fixed to be zero,
except for focal length f, which was fixed to be the calibrated
value in the laboratory, and all the values of these parameters
changed as the bundle adjustment was in progress. The statis-
tical results of the image point residuals and the independent
check point’s planimetric accuracy after bundle adjustment with
different combinations of IOPs are shown in Table II.

As demonstrated in Table II and Fig. 6, the image point
residuals and the check point’s planimetric accuracy after bun-
dle adjustment with seven IOPs (scheme 3 in Table II) were
improved by a factor of 4, at most, compared with the scheme
with no IOPs (scheme 11 in Table II). The adjustment did not
converge, mainly because of the ill-conditioned near-singular
normal matrix of the translation and rotation parameters, which
referred to the left, middle, and right TDI-CCDs, all of which
were set as unknowns (schemes 1 and 2 in Table II). Therefore,
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Fig. 6. Distribution of image point residuals with different schemes at the same scale. (a) Image point residuals with scheme 11 in Table II. (b) Image point
residuals with scheme 3 in Table II.

the translation and rotation parameters (x1, y1, a1), which
referred to the middle TDI-CCD, were not introduced in the
adjustment (schemes 3 to 10 in Table II), although the middle
TDI-CCD also may have had translation and rotation errors, but
these errors might be compensated by the EOPs’ translation and
rotation parameters during the bundle adjustment since they are
related to each other. As shown in schemes 5, 6, 7, and 8 in
Table II, when the rotation parameters were introduced, the im-
age point residuals in the x direction (along track) were reduced
by 1.5 pixels, whereas the accuracy in the y direction (across
track) did not change much. The planimetric accuracies of the
check points were improved by one time in the Y direction,
whereas there was no obvious improvement in the X direction.
A rotation angle among these three CCD lines may exist
according to the experiments. The focal length had no influence
on the results, regardless of whether or not it was set as an
unknown because it was correlated with the height unknowns of
the EOPs and was effectively compensated by the EOPs.

We determined that the best combination of IOPs was
scheme 3. (x0, y0, a0), (x1, y1, a1), and (x2, y2, a2) were non-
determinable while they were solved in the same bundle ad-
justment process, but two of them were determinable when the
middle parameters were fixed, which agrees with the previous
arguments. There was no absolute nondeterminable parameter;
rather, all the parameters were determinable and became non-
determinable once they were solved together. The focal length
parameter f was insignificant because the results differed very
little with or without focal length f.

C. Relationship Among Orientation Image Intervals, Weights,
and EOPs Variations

Since the GCPs were automatically matched from the ref-
erence orthomaps, a number of gross errors may have existed
among them, and most of them were detected and removed
during the bundle adjustment process. Thus, some areas with
low contrast and weak texture, such as water and vegetation,
had very few GCPs left, and the orientation images in these

Fig. 7. Variation of the yaw angle of EOPs while orientation image interval
is 3 s, where the horizontal axis represents the identity (ID) of the orientation
image, and the vertical axis represents the value of the yaw angle (unit: radian).

areas were very unstable in the bundle adjustment. The weights
of the position and attitude observations were increased, and
the interval of the orientation images was enlarged to remove
the influence caused by the gross errors in the GCPs. To further
investigate the relationship between the orientation image in-
terval and the EOPs’ variations, the intervals of the orientation
images were set by time, such as 3, 13, 20, 50, and 80 s, and
the corresponding variation curves of the estimated yaw angle
(kappa) of the EOPs in the bundle adjustment were as follows.

As shown in Fig. 7, the variation curve of the yaw angles of
the EOPs undulated dramatically, particularly at time 221 while
the interval of the orientation image was 3 s, which indicated
that the orientation images in these areas were very unstable,
mainly due to the gross errors or the lack of GCPs and a short
orientation interval. In Fig. 8, the curve became smoother when
the interval was enlarged to 13 s, but some small increases in
the curve remained. In Fig. 9, it is shown that the increases
almost disappeared when the interval was further enlarged to
20 s. In Figs. 10 and 11, as the interval was further enlarged to
50 and 80 s, the increases completely disappeared. The curve
was very smooth, but it was not in accordance with the real
trajectory of the attitude of the satellite, and the most proper
interval appeared to be around 20 s.

The greater the contribution of the GCPs to the EOPs’ un-
knowns of the orientation images during the bundle adjustment
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Fig. 8. Variation of the yaw angle of EOPs with the interval of 13 s.

Fig. 9. Variation of the yaw angle of EOPs with an interval of 20 s.

Fig. 10. Variation of the yaw angle of EOPs with the interval of 50 s.

Fig. 11. Variation of the yaw angle of EOPs with the interval of 80 s.

when the interval of orientation images was enlarged, the
greater was the possibility that the result would be more stable.
On the other hand, the larger the orientation image intervals
were, the greater was the probability that the model errors
would be larger since it would not be oriented with the satellite
orbit trajectory. Thus, proper orientation image intervals were
necessary during the bundle adjustment, and according to the
experimental results in this paper, 20 s is the proper interval.

IV. CONCLUSION

Different combinations of IOPs in the self-calibration bundle
adjustment with CBERS-02B real data have been tested in this
paper. The best scheme was found according to our test results.
The geolocation accuracy was largely improved to about 5 m in

both directions of X and Y , which is a good outcome com-
pared with the state-of-the-art research of CBERS-02B imagery
[5]–[7]. Prior to this work, most of the applications with
CBERS-02B imagery were restrained by the bad geolocation
accuracy and small coverage of single scene. The main con-
tributions of our method are its relatively high geolocation
accuracy and large ground coverage while dealing with strip
images. Our method also is more effective because the GCPs
were all automatically matched without manual identification.
The detailed findings follow.

The accuracy of the bundle adjustment with IOPs was im-
proved by two to three pixels when compared with the bundle
adjustment without IOPs, which indicates that it is reasonable
to perform the bundle adjustment with self-calibration. The best
results were obtained when only the translation and rotation
parameters of the left and right CCDs were introduced, which
also indicated that the ten IOPs were correlated to each other.
Solving all of the ten parameters simultaneously could lead
to an ill-conditioned near-singular normal matrix. If the trans-
lation and rotation parameters of the middle CCD are set as
known, the other parameters can be confidently solved in the
bundle adjustment.

The correlations between the IOPs and the EOPs always
exist as long as they are solved in the same bundle adjustment
process and are difficult to separate or identify. However, our
main purpose was not to solve those correlations but rather to
improve the geolocation accuracy, and we chose the best com-
bination of parameters to make sure that the best geolocation
accuracy was obtained.

Gross errors and the lack of GCPs will cause the calculation
of EOPs to become unstable during the bundle adjustment,
which can be effectively solved by enlarging the orientation
image intervals and increasing the weights of the GPS and star
tracker observations. Large GPS and star tracker observation
weights would assure that the estimated EOPs will not end
up with unreasonably large values [25]. However, the accuracy
might be compromised because the resulting larger orientation
image intervals may not align with the real satellite orbit trajec-
tory. A proper interval is needed during the bundle adjustment
procedure. The IOPs can be obtained after the bundle adjust-
ment. However, the rectified orthoimage may have seam lines
if the rotation angle parameters of the IOPs are significant.
Therefore, these rotation parameters should be controlled by
the weights of their pseudo-observations to ensure that they do
not end up with large values after the bundle adjustment.

The proposed method can be used to process most of the
high-resolution satellite data in China, such as the newly
launched ZY02C and GF-1. The robustness and reliability of
this method should be further verified when additional real data
are available.
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