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LiDAR Strip Adjustment Using Multifeatures
Matched With Aerial Images

Yongjun Zhang, Xiaodong Xiong, Maoteng Zheng, and Xu Huang

Abstract—Airborne light detecting and ranging (LiDAR) sys-
tems have been widely used for the fast acquisition of dense
topographic data. Regrettably, coordinate errors always exist in
LiDAR-acquired points. The errors are attributable to several
sources, such as laser ranging errors, sensor mounting errors,
and position and orientation system (POS) systematic errors,
among others. LiDAR strip adjustment (LSA) is the solution to
eliminating the errors, but most state-of-the-art LSA methods
neglect the influence from POS systematic errors by assuming that
the POS is precise enough. Unfortunately, many of the LiDAR
systems used in China are equipped with a low-precision POS
due to cost considerations. Subsequently, POS systematic errors
should be also considered in the LSA. This paper presents an
aerotriangulation-aided LSA (AT-aided LSA) method whose ma-
jor task is eliminating position and angular errors of the laser
scanner caused by boresight angular errors and POS systematic
errors. The aerial images, which cover the same area with LiDAR
strips, are aerotriangulated and serve as the reference data for
LSA. Two types of conjugate features are adopted as control
elements (i.e., the conjugate points matched between the LiDAR
intensity images and the aerial images and the conjugate corner
features matched between LiDAR point clouds and aerial images).
Experiments using the AT-aided LSA method are conducted using
a real data set, and a comparison with the three-dimensional simi-
larity transformation (TDST) LSA method is also performed. Ex-
perimental results support the feasibility of the proposed AT-aided
LSA method and its superiority over the TDST LSA method.

Index Terms—Aerial image, corner feature, image matching,
light detecting and ranging (LiDAR) intensity image, LiDAR strip
adjustment (LSA).

I. INTRODUCTION

THE airborne light detecting and ranging (LiDAR) system
has been playing an increasingly important role in the fast

acquisition of topographic data in recent years. The LiDAR
data collected by the airborne LiDAR system are useful for
many applications, such as orthophoto production, building
and road extraction, city analysis, traffic analysis, etc. [1]–[4].
LiDAR is a combination system that includes three units: a laser
scanner, a Global Positioning System (GPS), and an inertial
measurement unit (IMU). The GPS and IMU constitute the
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position and orientation system (POS), which measures the
position and attitude value of the LiDAR system. Elaborate
descriptions of airborne LiDAR systems can be found in [5]
and [6]. Airborne LiDAR data collection is usually conducted in
a stripwise pattern, and the LiDAR point clouds obtained during
one flight strip is called a LiDAR strip. Due to its character as
a combined system, apart from some random errors, the coor-
dinates of LiDAR strip points also suffer from many systematic
errors. According to past research, the major systematic errors
include laser ranging errors, mirror angle scale errors, mounting
errors (lever arm bias errors and boresight angular errors),
and POS systematic errors [5], [7]–[10]. These system errors
result in discrepancies between overlapping LiDAR strips and
between the LiDAR strip and the ground truth.

With the purpose of eliminating these discrepancies, various
LiDAR strip adjustment (LSA) methods have been proposed
in the past, and the existing approaches can be classified into
data-driven methods and sensor system-driven methods [7], [8],
[11], [12]. Data-driven methods apply translation and rotation
models in LSA [e.g., a six-parameter rigid body transformation
(three shifts and three rotations)] or even a simple vertical shift.
Some methods are concerned only with the elimination of verti-
cal discrepancies [12], [13]. Apparently, they are only effective
for the data of relatively flat terrain. Other methods with the
ability to correct both planimetric and vertical discrepancies
have been proposed by adopting the translation and rotation
models [8], [9], [11], [14], [15]. Due to the combined nonlinear
effects of various systematic errors, the consequential distortion
of LiDAR strips cannot be simply assumed as linear [7], [16].
Hence, the adoption of linear models, such as translation and
rotation, cannot eliminate the discrepancies completely, and
rigorous sensor-system-driven approaches are required. Sensor-
system-driven methods adopt LiDAR geolocation equations
as adjustment models. These methods require the original
observations (GPS, IMU, and laser scanner measurements)
or at least the trajectory and the time-tagged point clouds
[7], [10]. Most sensor-system-driven methods only calibrate
the systematic errors of the mounting parameters and ranging
[7], [10], [17]–[23], based on the fact that the state-of-the-
art GPS/IMU on board possesses sufficient precision and that
the POS systematic errors therefore are negligible. However,
mainly due to the high cost of such state-of-the-art systems,
many of the LiDAR systems used in China are equipped with
low-precision POS. If other possible negative factors are con-
sidered, such as weak GPS constellation geometry, inadequate
reference GPS stations, and even limited professional ability
to conduct GPS/IMU data postprocessing, the POS systematic
errors experienced can be very large in magnitude and will also
be the major error source of LiDAR strip distortion. Accurate
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calibration of POS systematic errors therefore becomes very
essential for LSA under these circumstances.

Both data-driven and sensor-system-driven methods require
control elements or tie elements. The control or tie elements
currently used in the estimation and correction of strip dis-
crepancies are mainly line and surface features [7]–[11], [14],
[16]–[18], [20]–[22], [24]–[26]. For the extraction of these
features, sophisticated or sometimes manually interacted proce-
dures are employed, such as LiDAR point segmentation, plane
or surface extraction, and plane intersection. Because the field
of view of LiDAR is narrower than a digital camera and the side
distance of adjacent flight lines generally is planed according
to the side overlap of aerial images, the side overlap of adjacent
LiDAR strips is usually very small. When man-made objects
are rare, only a small number of tie elements (e.g., line or planar
features) can be matched between adjacent LiDAR strips. The
insufficient tie elements usually lead to unreliable LSA results.
If absolute adjustment with the purpose of reducing the
discrepancies between the LiDAR strips and the ground truth
is required, LiDAR-specific ground control targets (L-SGCTs)
should be placed. The L-SGCTs must be large enough and only
can be installed before the flight mission. As the overlaps of
LiDAR strips usually fluctuate, some targets may be missed
from LiDAR strips [27]. Considering the aforementioned
aspects, an effective, convenient, and economical method to
obtain tie and control elements for LSA is urgently needed.

Nowadays, many LiDAR systems are equipped with high-
resolution digital cameras, which can obtain high-resolution
digital imagery simultaneously during the collection of
LiDAR strips. If a few photogrammetry-specific ground control
points (P-SGCPs) are measured, POS-aided aerotriangulation
can be conducted to obtain the precise exterior orientation
parameters of aerial images [28], [29]. Unlike the L-SGCTs,
the P-SGCPs need not be specially manufactured and can be
measured after the flight mission, and their optimum positions
can be determined by checking the real overlap of the aerial
images. The measurement of P-SGCPs is therefore economical
and flexible. Once the aerial images are aerotriangulated, they
can provide control information for the LSA by matching the
conjugate features between the LiDAR data and the aerial
imagery. Conjugate feature matching between aerial images
and LiDAR data has been intensively researched to achieve
the automatic registration of the two data sets. The features
adopted in the registration are mainly straight lines and planar
patches [30], [31]. It was commonly believed in the past that the
matching of conjugate distinctive points between aerial images
and LiDAR point clouds is difficult due to the great difference
in the resolutions and imaging mechanisms of the two data sets
[30], [32]. However, with the advent of advanced laser scanning
devices, intensity signals reflected from ground objects can
be precisely measured and recorded. Therefore, high-quality
LiDAR intensity images can be generated and matched with
aerial images [32], [33].

Based on the given analysis, this paper proposes a sensor-
system-driven aerotriangulation-aided LSA (AT-aided LSA)
method. Boresight angular errors and POS systematic errors
are the main concern of this method and will be eliminated
during the LSA. This method needs the following informa-

tion: time-tagged LiDAR strips, aerial images covering the
same area with LiDAR strips, the POS trajectory, mounting
parameters used to generate the given LiDAR strips, and a few
P-SGCPs. The basic principle of this method is the utilization
of aerotriangulated aerial images as the reference data for the
LSA by matching the conjugate multifeatures between the
aerial images and LiDAR strips. The originality of this paper
is as follows. 1) A mathematical model of the AT-aided LSA
method is derived from the LiDAR geolocation equation and
the LiDAR position/angular error correction models. The errors
of POS position/attitude observations as well as the boresight
angular errors are corrected in the LSA by fitting these errors
with second-order polynomials. 2) The aerotriangulated aerial
images are used as reference data in the LSA. Multifeatures
are matched between aerial images and LiDAR data and then
used as control elements for LSA. Apart from the conjugate
distinctive points matched between downsampled aerial images
and LiDAR intensity images, the conjugate building corner
features between aerial images and LiDAR points are also
matched using our previous proposed method.

This paper is organized as follows. In Section II, the mathe-
matical model of the AT-aided LSA method is derived from the
LiDAR geolocation equation and the LiDAR position/angular
error correction models. Coordinate error correction of LiDAR
strips is achieved after the correction of the laser scanner
position/angular errors. In Section III, to obtain massive control
elements for the LSA, aerial images covering the same area
with LiDAR strips are used as the reference data. Photogram-
metric aerotriangulation of the aerial images is performed with
the assistance of POS data, LiDAR strips, and a few P-SGCPs.
Two types of conjugate features are matched, which are the
conjugate distinctive points matched between the aerial images
and the LiDAR intensity images and the conjugate corner
features matched between the irregularly spaced LiDAR point
clouds and the aerial images. Then, the control elements needed
in LSA are derived from these conjugate features. In Section IV,
the workflow of the proposed LSA procedure is presented. In
Section V, the performance of the proposed AT-aided LSA
method is evaluated using a real data set. For comparison
purposes, the traditional three-dimensional similarity transfor-
mation (TDST) LSA method is also tested using the same
data. In the TDST LSA method, the POS data are not needed;
hence, it is a data-driven method. In Section VI, this paper’s
conclusions and recommendations are presented.

II. MATHEMATICAL MODEL OF AT-AIDED LSA

The coordinates of laser foot point P in the local reference
frame can be derived by the LiDAR geolocation equation [7]–
[10], [18]–[22] as follows:

⎡
⎣
XP (t)
YP (t)
ZP (t)

⎤
⎦ =

⎡
⎣
XG(t)
YG(t)
ZG(t)

⎤
⎦+RI(t)

⎡
⎣
XL

YL

ZL

⎤
⎦

+RI(t)RMIS_LRR(t)

⎡
⎣

0
0

d(t)

⎤
⎦ (1)



978 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 53, NO. 2, FEBRUARY 2015

where t is the time when point P is obtained, [XP (t), YP (t),
ZP (t)] is the coordinate of point P in the local reference frame
at time t, [XG(t), YG(t), ZG(t)] is the POS position observation
value in the local reference frame at time t, RI(t) is the rotation
matrix composed by the POS attitude angular observations in
the local reference frame at time t, [XL, YL, ZL] is the lever
arm bias of the laser scanner in the POS body frame, RMIS_L
is the rotation matrix of the boresight angles of the laser scanner
in the POS body frame, RR(t) is the rotation matrix of the laser
beam angles in the laser scanner frame at time t, and d(t) is the
range between the laser fire point and the foot point. For a better
understanding of these frames and the transformations, please
refer to [8].

The POS and the laser scanner are highly integrated, and
there would be periodic calibration for their mounting pa-
rameters; hence, during one flight mission, the lever arm bias
[XL, YL, ZL] and the rotation matrix RMIS_L of the boresight
angles in (1) are both fixed values, and the lever arm bias errors
can be assumed as small. After the manufacturer’s calibration,
the measurement errors for the range and the laser beam angles
of the laser scanner are also small. Hence, the major error
sources are boresight angular errors and POS position/angular
errors. Previous research has revealed that the POS angular
errors, the mounting angular errors, and the scan angle errors
of the laser scanning are highly correlated and cannot be
separately resolved in the estimation process [10]. Therefore,
only one group of position/angular errors is introduced to the
LSA in this paper. Moreover, (1) can be simplified as follows:

⎡
⎣
XP (t)
YP (t)
ZP (t)

⎤
⎦ =

⎡
⎣
XLDR(t)
YLDR(t)
ZLDR(t)

⎤
⎦+RLDR(t)

⎡
⎣
XPL(t)
YPL(t)
ZPL(t)

⎤
⎦ (2)

where [XP (t), YP (t), ZP (t)] share the same definition in (1);
[XLDR(t), YLDR(t), ZLDR(t)] is the position of laser scanner
(GPS measured position corrected for lever arm bias) in the
local reference frame
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ZLDR(t)
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and RLDR(t) is the rotation matrix calculated by (ωLDR(t),
ϕLDR(t), κLDR(t)) (the attitude angles of laser scanner derived
from IMU measured angles corrected for coarse estimation of
boresight angles) in the local reference frame

RLDR(t) = RI(t)RMIS_L. (4)

[XPL(t), YPL(t), ZPL(t)] is the coordinate of LiDAR point P
in the laser scanner frame at time t, which can be assumed to
be without errors based on the given analysis as

⎡
⎣
XPL(t)
YPL(t)
ZPL(t)

⎤
⎦ = RR(t)

⎡
⎣

0
0

d(t)

⎤
⎦ . (5)

Owing to the POS shift/drift errors and boresight angular er-
rors, errors exist in [XLDR(t), YLDR(t), ZLDR(t)] and RLDR(t)
in (2). In fact, the systematic errors of the position observations

and the angular observations of the POS system are time
dependent in a single strip [28], and Kager uses time-dependent
polynomials to correct POS observation values [34]. Therefore,
as is shown in (6), second-order polynomials are adopted to fit
the systematic errors of the laser scanner position and angular
observations for a short period of time in this paper. Thus

⎡
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(6)

where t0 is the reference time; (XLDR(t), YLDR(t), ZLDR(t),
ωLDR(t), ϕLDR(t),κLDR(t)) are the true position and atti-
tude angular values of laser scanner in the local reference
frame at time t; (XOLDR(t), YOLDR(t), ZOLDR(t), ωOLDR(t),
ϕOLDR(t), κOLDR(t)) are the position and attitude angular
values of laser scanner in the local reference frame derived from
POS observations at time t, lever arm bias, and coarse bore-
sight angles; (aX , aY , aZ , aω, aϕ, aκ, bX , bY , bZ , bω, bϕ, bκ,
cX ,cY , cZ , cω, cϕ, cκ) are the coefficients of correction polyno-
mials for the laser scanner position and angular values, which
will be abbreviated as position/angular correction coefficients
hereinafter.

Substitute (6) into (2), then
⎡
⎣
XP (t)
YP (t)
ZP (t)

⎤
⎦ =

⎡
⎣
X(aX , bX , cX)
Y (aY , bY , cY )
Z(aZ , bZ , cZ)

⎤
⎦

+R(aφ, aω, aκ, bφ, bω, bκ, cφ, cω, cκ)

⎡
⎣
XPL(t)
YPL(t)
ZPL(t)

⎤
⎦ (7)

where X(aX , bX , cX), Y (aY , bY , cY ), and Z(aZ , bZ , cZ) are
the true values of the laser scanner position in the lo-
cal reference frame at time t, which are the functions of
(aX , bX , cX), (aY , bY , cY ), and (aZ , bZ , cZ), respectively.
R(aϕ, aω, aκ, bϕ, bω, bκ, cϕ, cω, cκ) is the rotation matrix of
the true laser scanner attitude angles in the local reference
frame at time t, which is the function of (aϕ, aω, aκ, bϕ, bω, bκ,
cϕ, cω, cκ).

For a certain LiDAR point P obtained at time t, its error-
contaminated coordinates in the local reference frame can be
found in the LiDAR strip file. The laser scanner position and
attitude values in the local reference frame at time t can be
calculated from sensor mounting parameters and POS position/
attitude observations interpolated from the POS trajectory.
Then, the point’s coordinates [XPL(t), YPL(t), ZPL(t)] in the
laser scanner frame can be calculated according to (2). If
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its true ground coordinates in the local reference frame are
known, this point can be used as a control point to calcu-
late the position/angular correction coefficients. If the plani-
metric coordinates and the vertical coordinate are accurate,
then this point can be viewed as a planimetric-vertical con-
trol point. If only the planimetric coordinate is accurate,
it can be viewed as a planimetric control point. Taking
the true coordinates of the control points [XP (t), YP (t),
ZP (t)] in the local reference frame as the observation value
and their coordinates [XPL(t), YPL(t), ZPL(t)] in the laser
scanner frame as the known numbers while the position/
angular correction coefficients as unknowns, the error equa-
tion is therefore derived. As the angular related unknowns
in R(aϕ, aω, aκ, bϕ, bω, bκ, cϕ, cω, cκ) are inseparable, (7) is
linearized, and the error equation is shown as follows:

V = Ar − L (8)

where V = [VX , VY , VZ ]
T is the correction vector of the

control points’ coordinates in the local reference frame, r =
[ΔaX , ΔaY , ΔaZ , Δaϕ, Δaω, Δaκ, ΔbX , ΔbY , ΔbZ , Δbϕ,
Δbω, Δbκ, ΔcX , ΔcY , ΔcZ ,Δcϕ, Δcω, Δcκ]

T are the correc-
tion vector of position/angular correction coefficients, A is the
coefficient matrix of the unknowns, and L is the constant term
of the error equation. The weight matrices of the planimetric-
vertical control point and the planimetric control point are PHV

and PH , respectively. Moreover

PHV =

⎡
⎣
1 0 0
0 1 0
0 0 1

⎤
⎦ PH =

⎡
⎣
1 0 0
0 1 0
0 0 0

⎤
⎦ . (9)

All the control points can help build the error equations and
find the solution to position/angular correction coefficients
(aX , aY , aZ , aϕ, aω, aκ, bX , bY , bZ , bϕ, bω, bκ, cX ,cY , cZ , cϕ,
cω, cκ) using the least squares method by iteration.

After getting the position/angular correction coefficients for
each LiDAR strip, the coordinates of the LiDAR points in the
local reference frame can be corrected. The procedures are as
follows.

1) For each LiDAR point P , its error-contaminated coor-
dinates [X ′

P (t), Y
′
P (t), Z

′
P (t)]

T in the local reference
frame can be obtained from the LiDAR data file, and
according to its acquisition time t, the POS position
observations [XG(t), YG(t), ZG(t)]T and the rotation
matrix RI(t) in the local reference frame are calculated
from the POS trajectory; thus, the laser scanner position/
angular values (XOLDR(t), YOLDR(t), ZOLDR(t),
ωOLDR(t),ϕOLDR(t), κOLDR(t)) can be obtained
according to (3) and (4).

2) Combining with the coordinates [X ′
P (t), Y

′
P (t), Z

′
P (t)]

T

and (XOLDR(t), YOLDR(t), ZOLDR(t), ωOLDR(t),
ϕOLDR(t), κOLDR(t)), (2) is adopted to recover its
coordinates [XPL(t), YPL(t), ZPL(t)]

T in the laser
scanner frame at time t.

3) Based on the coefficients of correction polynomials
(aX , aY , aZ , aω, aϕ, aκ, bX , bY , bZ , bω, bϕ, bκ, cX , cY ,
cZ , cω, cϕ, cκ) computed in the LSA and the (XOLDR(t),
YOLDR(t), ZOLDR(t), ωOLDR(t),ϕOLDR(t), κOLDR(t)),

the corrected laser scanner position and attitude angle
values (XLDR(t), YLDR(t), ZLDR(t), ωLDR(t), ϕLDR(t),
κLDR(t)) can be obtained using (4). Integrated with the
[XPL(t), YPL(t), ZPL(t)]

T acquired in step ©2 , the cor-
rected coordinates [XP (t), YP (t), ZP (t)]

T of the LiDAR
point in the local reference frame can be recalculated
using (2).

The above three procedures are iteratively conducted until all
LiDAR points are rectified.

III. MULTIFEATURES MATCHING BETWEEN AERIAL

IMAGERY AND LIDAR DATA

To conduct LSA, sufficient tie and control elements are
required to build the error equations. Traditional LSA mainly
considers the corresponding lines and plane features between
overlapping point clouds as the tie elements. To extract suffi-
cient corresponding information between adjacent strips, large
strip overlap (50%) or cross-strips are required [8]–[10], [12],
[15], [20]. On a flight mission aimed at producing orthophotos,
the flight line is arranged according to the requirements for
traditional aerophotogrammetry to save costs; thus, only a
30% overlap between the strips is guaranteed for the obtained
digital aerial images. Laser scanning generally has a smaller
field of view than that of aerial images. This smaller field
results in a smaller overlap between the adjacent LiDAR strips,
which is not advantageous to the conjugate features matching
between strips. If the discrepancies between the LiDAR strip
and the ground truth need to be improved, L-SGCTs should
be installed. When the LiDAR strip errors are large due to
the poor accuracy of the POS system, a large number of
L-SGCTs are required, which is expensive and labor-intensive.
On the contrary, some previous research proved that only a few
P-SGCPs are needed to obtain satisfactory aerotriangulation
accuracy for aerial images using POS-aided aerotriangulation
[28], [29].

For these reasons, the aerotriangulated aerial images are used
as reference data for the LSA in this paper. Aerotriangulation
of the aerial images is performed using the current POS-
aided aerotriangulation method in [28] and [29]. Then, two
major types of conjugate features are matched between the
triangulated aerial images and the LiDAR strips. The first type
is the distinctive feature points matched between the aerial
images and the LiDAR intensity images, and the second type
is the corner features matched between the aerial images and
the LiDAR point clouds.

A. Feature Points Matching Between Aerial Images and
LiDAR Intensity Images

LiDAR intensity images are generated from the reflectance
signals of the laser foot points recorded in the LiDAR data files.
In this paper, the triangulated irregular network (TIN) of the
LiDAR points is built, then the LiDAR intensity images are ob-
tained through regularly interpolating the TIN (the interpolating
distance is about 1/3 of the point distance). The conjugate points
between the LiDAR intensity images and the triangulated aerial
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images are matched to obtain the control points for LSA. The
specific procedures are as follows.

Step 1) Based on the coordinates and intensity information
of the LiDAR point clouds, the LiDAR intensity
images and digital surface models (DSMs; similar
to LiDAR intensity image, the DSM is obtained
by regularizing the LiDAR points to image, and
the pixel value of the image denotes the elevation)
are obtained through interpolating the TIN of the
LiDAR points.

Step 2) The aerial images are downsampled to have the
ground sampling distance the same as 1/3 times
the average LiDAR point space, and the Harris fea-
ture points are extracted on the downsampled aerial
images.

Step 3) For each Harris feature point extracted on the down-
sampled aerial images, a matching window, which
centers on this point with a size of n× n pixels
(n is the size of the matching window, which can
always be set as a value from 15 to 19, e.g., 17
in this paper) on the downsampled aerial image, is
defined. Assuming that the image coordinates of this
feature point and its four corners are (iAm, jAm)
(m = 1, . . . , 5; A represents aerial image), using
the photogrammetric collinearity equation to project
the feature point and four corners onto the DSM, the
corresponding coordinates in the local reference
frame (XDm, YDm, ZDm) (m = 1, . . . , 5; D rep-
resents DSM) are obtained, and thus, the image
coordinates on LiDAR intensity image (iIk, jIk)
(k = 1, . . . , 5; I represents LiDAR intensity image).
Then, the affine transformation model is adopted
to calculate the local transformation relationship
between the downsampled image and the LiDAR
intensity image, and then, the searching window is
interpolated from the intensity image. The rotation
angle and scale discrepancy between the downsam-
pled aerial images and the LiDAR intensity images
can be eliminated using the affine transformation.
Grey correlation coefficient matching is conducted
between the matching window and the searching
window to acquire the conjugate point.

Step 4) If the feature point extracted on the downsampled
aerial image is successfully matched to a conjugate
point on the LiDAR intensity image, its conjugate
points are then matched between the current down-
sampled aerial image and its overlapping downsam-
pled aerial images. Then, the ground coordinates
(XA1, YA1, ZA1) of the feature point in the local
reference frame are calculated using the space in-
tersection and using the coordinates as the true
value (reference coordinates). The coordinate pair
(XA1, YA1, ZA1) and (XD1, YD1, ZD1) is used as
the control point in LSA. The principal to judge
the attribute of the control point is to draw a circle
around the point with a certain radius (about 2.5
times the average LiDAR point distance) in the
LiDAR strip, obtain the elevation of the points that

Fig. 1. Demonstration of conjugate BCF matching between LiDAR data and
aerial images (where the quadrangle ABCD indicates the building contour in
LiDAR data, the dotted quadrangles represent the overlapping aerial images,
S1, S2, . . . , Sn (n is the index of overlapping images, n ≥ 2) represents the
photographing center of the aerial images, the quadrangle abcd represents the
back-projected contour lines of the LiDAR building contour ABCD, and
the quadrangle a1b1c1d1 represents the building contour lines extracted from
the aerial images).

fall in the circle, and calculate the difference be-
tween the maximum and the minimum. If the dif-
ference is less than the threshold [the threshold can
be set as a value slightly smaller than the expected
elevation accuracy of LiDAR points after LSA (i.e.,
the elevation accuracy of aerotriangulation), and in
this paper, the threshold is set as 0.1 m], the control
point is located on a flat area and can be viewed as
a planimetric-vertical control point. Otherwise, the
interpolated elevation of the feature point might con-
sist of large errors and, therefore, is merely qualified
as a planimetric control point.

B. Building Corner Features Matching Between Aerial Images
and LiDAR Data

In our previous work [35], a building contour extraction
algorithm based on the TIN of point clouds is proposed and
used to obtain building corner features (BCFs) from discrete
point clouds. In this paper, building straight-line contours and
BCFs are extracted using the method in [35], and conjugate
BCFs are matched between the aerial images and the LiDAR
data. The BCF is constituted by two adjacent building straight-
line edges. The BCF extracted from the LiDAR data is named
the LiDAR BCF. Details about the LiDAR BCF extraction
method based on TIN can be found in [35].

In this paper, the conjugate BCFs matched between the
LiDAR strip and the aerial images are referred to as control
information in LSA. Fig. 1 shows the conjugate BCFs matching
between the LiDAR data and the aerial images. First, edge
detection is conducted through the Canny algorithm and
straight-line fitting on aerial images to obtain image build-
ing straight-line edges. Second, for each LiDAR BCF,
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Fig. 2. Workflow of LSA in this paper.

the photogrammetric collinearity equation is used to back-
project the two line segments of the LiDAR BCF onto the corre-
sponding aerial images; as shown in Fig. 1, the back-projected
BCF (abc in Fig. 1) is obtained through back-projecting the
LiDAR BCF ABC (in Fig. 1) onto aerial image S1. Each
building straight-line edge near the back-projected BCF is
checked and combined with its adjacent and nearly orthogonal
edges to be the aerial image BCF (such as a1b1c1 in Fig. 1).
Through comparing the length, intersection angle, and center
point distance of the lines of the back-projected BCF with that
of the aerial image BCF, whether they are conjugate BCFs can
be judged. Finally, matching the conjugate aerial image BCFs
of the LiDAR BCF ABC continues on the rest of the overlap-
ping aerial images (S2, . . . , Sn; n is the index of the overlap-
ping images, n ≥ 2), and the conjugate aerial image BCFs are
assumed to be (a2b2c2, . . . , anbncn). For midpoint B(X,Y, Z)
on the LiDAR BCF ABC, (b1, b2, . . . , bn) are its conjugate
points on each overlapping aerial image. Knowing the accurate
exterior orientation parameters of the aerial images, the space
intersection can be adopted to calculate the ground coordinates
BI(XI , YI , ZI) of the image points (b1, b2, . . . , bn) on the local
reference frame. In this case, coordinates pair BI(XI , YI , ZI)
and B(X,Y, Z) can be viewed as a planimetric-vertical control
point on LSA.

IV. WORKFLOW OF LSA

The workflow of LSA in this paper is shown in Fig. 2.
First, aerotriangulation of the aerial image is conducted with
the assistance of the LiDAR data, the POS data, and a few
P-SGCPs. Second, the two methods introduced in Section III
are adopted to automatically match the conjugate points
and the conjugate BCFs between the aerial images and the
LiDAR data, from which the planimetric control points and
planimetric-vertical control points are obtained. These control
points are used further to conduct LSA using the proposed
AT-aided LSA method. To do comparison with the proposed
AT-aided LSA method, the TDST LSA method is also used to
conduct LSA. The TDST is similar to the rigid body transfor-
mation used in [8], [9], [11], [14], and [15], but an extra scale
factor is resolved in TDST. Seven transformation parameters

Fig. 3. Orthophoto of the test field and the distribution of three LiDAR strips.

are calculated in TDST for each LiDAR strip, namely, the scale
coefficient λ, the three rotation angles (Φ, ω, κ), and the three
translation quantities (ΔX,ΔY,ΔZ). Finally, the accuracy of
the LiDAR strips after the LSA is assessed, including the verti-
cal discrepancy analysis between the LiDAR strips, the absolute
planimetric accuracy, and the absolute vertical accuracy of the
LiDAR strips.

Considering that, when obtaining control points, many LSA
control points are derived from image matching between
LiDAR intensity image and downsampled aerial image, the co-
ordinate accuracy (particularly the vertical coordinate accuracy)
of LSA control points may be reduced. To achieve high vertical
accuracy in the LSA, a group of vertical control points is
used in the LSA. First, dense conjugate points matching (about
5000 image points per image) are performed using the raw
aerial images, and dense ground points are intersected using
accurate image exterior orientation parameters. To guarantee
the coordinate accuracy of the intersected ground points, only
the k-ray points (k > 2, i.e., each matched image point has
at least two conjugate image points on the other images) are
used. Second, for each ground point, its adjacent LiDAR points
located in a circle (the radius of the circle is set to be five
times the average LiDAR point space, e.g., 2.5 m in this paper)
centered at this point are searched out in corresponding LiDAR
strip. If the differential of maximum and minimum vertical
coordinates of the adjacent points is smaller than a threshold
(which can be set slightly smaller than the expected elevation
accuracy of LiDAR points after LSA, e.g., 0.10 m in this paper),
the point locates in local flat area and can be treated as vertical
control point in LSA. The conjugate point in corresponding
LiDAR strip for this control point is selected as the nearest
LiDAR point in this LiDAR strip. The weight matrices of the
vertical control point is

PV =

⎡
⎣
0 0 0
0 0 0
0 0 1

⎤
⎦ . (10)

As mismatching is inevitable, there may be blunders in
the obtained LSA control points. To eliminate the blunders,
iterative least squares weighted solution [36] is adopted in the
LSA procedure. After each iteration step of LSA, the weight
of each LSA control point will be recalculated according to its
residuals in the previous LSA step. Control points with small
residuals will get larger weights than that with big residuals,
and the blunders will gradually be removed during the iteration.
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TABLE I
COORDINATE RESIDUALS OF CONTROL POINTS AND CHECK POINTS AFTER AEROTRIANGULATION (UNITS: m)

V. EXPERIMENTS AND ANALYSIS

A. Experimental Data

To verify the feasibility of the proposed AT-aided LSA
method and the multifeature matching method, three strips of
airborne LiDAR point clouds (named Las1, Las2, and Las3,
respectively) and simultaneously obtained digital aerial images
were used to do the experiment. The data were acquired in
09/2011 in Guangzhou, China. The LiDAR data were obtained
with a Trimble Harrier 68i LiDAR system equipped with POS
AV 510 at a mean relative flight height of 700 m with a mean
point density of approximately 4.8 points/m2 and an average
point distance of about 0.50 m. The laser foot point size was
about 0.35 m. The optical sensor mounted together with LiDAR
system was Rollei Metric AIC Pro (format size: 8984 pixels ×
6732 pixels; pixel size: 0.006 mm; focal length: 51.695 mm).
The ground sampling distance of the aerial images is about
0.09 m. The frame rate of the camera is about 5.5 s. Each
strip consists of 28 images; hence, the flight time of each
strip is about 2.6 min. The orthophoto of the test field and the
distribution of the three LiDAR strips are shown in Fig. 3. The
overlap of adjacent LiDAR strips is about 28%. The forward
overlap and side overlap of the aerial images are approximately
60% and 30%, respectively. In the manufacture’s specifications,
the position accuracy of POS AV 510 is 0.05–0.3 m, and the
orientation angular accuracy is 0.005◦ for pitch and roll and
0.008◦ for heading. The lever arm bias are −0.077, −0.045, and
0.177 m for x, y, and z, respectively, which are treated as with-
out errors. The coarse estimations of mounting angles are all
set as zero for heading, roll, and pitch. Generally speaking, the
accuracy of POS AV 510 will be high if adequate reference GPS
stations are well installed, and GPS/IMU data postprocessing is
correctly done. However, in our case, only one reference GPS
station was available and even that one was far away from the
survey area; hence, the accuracy of the POS data we obtained
was low, and the acquired LiDAR data suffered obvious POS
systematic errors (particularly the vertical shift errors).

B. Results of Aerotriangulation

Twenty-eight P-SGCPs were surveyed using GPS RTK on
the test field, and their coordinate accuracy was about 0.05 m.
Seven of them were selected as control points, which were
evenly located on the corners and the center of the test field,
and the remaining 21 points were used as check points in
aerotriangulation. As shown in Table I, after POS-aided aero-
triangulation, the maximum of the planimetric and vertical
coordinate residuals of the control points were 0.17 and 0.15 m,

TABLE II
ACCURACY REQUIREMENTS OF AEROTRIANGULATION FOR

TOPOGRAPHIC MAPPING AT 1:1000 SCALE IN CHINA (UNITS: m)

respectively, and the maximum of the planimetric and vertical
coordinate residuals of the check points were 0.24 and 0.15 m,
respectively. The results show that the aerotriangulation
achieved good accuracy, which can meet the requirements of
aerotriangulation for topographic mapping at 1:1000 scale for
flat terrain [37] in China, as shown in Table II.

C. Conjugate Multifeatures Matching Results

1) Results of Distinctive Points Matching Between Aerial
Images and LiDAR Intensity Images: A total of 16 164 pairs
of conjugate points were matched between the downsampled
aerial images and the LiDAR intensity images. Among them,
4247 pairs were on Las1, including 1771 pairs of planimetric-
vertical control points and 2476 pairs of planimetric control
points; 5962 pairs were on Las2, including 2106 pairs of
planimetric-vertical control points and 3856 pairs of planimet-
ric control points; and 5955 pairs were on Las3, including
2141 pairs of planimetric-vertical control points and 3814 pairs
of planimetric control points. A portion of the matching re-
sults is shown in Fig. 4. There are certain scale and angular
discrepancies between the LiDAR intensity images and the
downsampled aerial images. However, as shown in Fig. 4,
adopting the proposed conjugate points matching method can
match conjugate points like pavement marking feature points
and building roof corner points well.

2) Results of Conjugate BCFs Matching Between Aerial Im-
ages and LiDAR Point Clouds: Using the proposed conjugate
BCF matching method, a total of 1200 pairs of conjugate
points were matched between the aerial images and the LiDAR
data. Among them, 357 pairs were on Las1, 565 pairs were
on Las2, and 278 pairs were on Las3. An example of BCF
matching result is shown in Fig. 5.

3) Results of Vertical Control Points Obtaining for LSA: A
total of 72 561 ground points were matched and intersected
from the raw aerial images. Then, 8523 vertical LSA control



ZHANG et al.: LIDAR STRIP ADJUSTMENT USING MULTIFEATURES MATCHED WITH AERIAL IMAGES 983

Fig. 4. Part of the conjugate points matched between the downsampled aerial images and the LiDAR intensity images. There are four sets of matching results
(a), (b), (c), and (d). The upper half of each set is the downsampled aerial image feature point, and the bottom half is the conjugate point matched on the LiDAR
intensity image (the cross indicates their locations).

Fig. 5. Result of conjugate BCFs matching. The picture in (a) is the LiDAR points, and the black lines denote the extracted building edges. The building corner
matched with aerial images is denoted in (a) by a black circle; the pictures in (b) and (c) denote the matched corner points on two aerial images with crosses. The
two images are from very different perspectives.

points were obtained in Las1; 10 960 vertical LSA control
points were obtained in Las2; and 4851 vertical LSA
control points were obtained in Las3.

It is important to mention that as the accurate aerial image
exterior orientation parameters were obtained during the aero-
triangulation, all the conjugate images matched in the above
a, b, c procedures in this section are first checked using space
intersection, and only the image points that have residuals
smaller than 1 pixel are considered to be used as LSA control
points.

D. Results of LSA

1) Analysis of the LiDAR Strip Planimetric Coordinate Ac-
curacy Before and After LSA: To analyze the planimetric co-
ordinate accuracy of each LiDAR strip, 37 pairs of manually
measured conjugate points between the aerial images and the
LiDAR intensity images were used as planimetric check points.
They were mainly the obvious feature points like zebra strips’
endpoints and roof corner points. There were 10, 14, and 13
planimetric check points on Las1, Las2, and Las3, respec-
tively. According to their point coordinates on the aerial images,
the coordinates in the local reference frame of the planimetric
check points were calculated through the space intersection
using the image exterior orientation parameters obtained in
aerotriangulation. Since the accuracy of aerotriangulation was

Fig. 6. Planimetric coordinate residuals of the planimetric check points before
and after LSA on LAS1, LAS2, LAS3, respectively.

very good, as shown in Table I, the intersected coordinates
in the local frame could be regarded as the ground truth and
used as a reference. Then, the planimetric coordinates of the
check points in the LiDAR strip were calculated using its
image coordinates measured in the LiDAR intensity images.
The differences between the reference planimetric coordinates
and the planimetric coordinates in the LiDAR strip, also
known as the check point planimetric residuals, were com-
puted. Fig. 6 shows the planimetric coordinate residuals dXY
(dXY =

√
dX ∗ dX + dY ∗ dY , dX and dY represent the X
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TABLE III
PLANIMETRIC COORDINATE RESIDUALS OF CHECK POINTS BEFORE AND AFTER LSA (UNITS: m)

coordinate residual and the Y coordinate residual, respectively)
of the planimetric check points on Las1, Las2, and Las3
before and after LSA. As can be seen from the figure, obvious
planimetric errors exist on all three strips before LSA. After
adopting TDST LSA, the planimetric errors are just slightly
reduced. However, after using the AT-aided LSA method,
the planimetric errors on all three strips show significant
improvement.

Table III lists the statistics of the planimetric coordinate
residuals dXY of the planimetric check points before and after
LSA. As shown in Table III, the root mean square error (RMSE)
of the planimetric coordinate residuals of the planimetric check
points on the three LiDAR strips before LSA are 1.18, 1.65, and
1.53 m, respectively. The LiDAR strips all have a large number
of planimetric coordinate errors. After using the TDST LSA
method, the three RMSEs are reduced to 0.83, 1.13, and 0.85 m,
respectively. The three LiDAR strips still have large magnitude
of errors. After adopting the proposed AT-aided LSA method,
the three RMSEs are reduced to 0.36, 0.32, and 0.30 m,
respectively. Considering that the average point distance of the
LiDAR point cloud is around 0.5 m and the planimetric coor-
dinate accuracy of the check points measured on the LiDAR
intensity images are approximately one pixel (0.2 m), the
planimetric coordinate error correction effects of the three strips
are generally ideal. The coordinate accuracy after AT-aided
LSA is about 0.6 times the average LiDAR point distance.

From the experimental results shown in Fig. 6 and
Table III, the AT-aided LSA method can significantly improve
the planimetric coordinate accuracy on LiDAR strips with large
planimetric errors. The planimetric coordinate residuals after
AT-aided LSA can reach 0.6 times the average LiDAR point
distance. The results of the proposed AT-aided LSA method are
obviously superior to that of the TDST method.

2) Vertical Accuracy Analysis:
a) Vertical discrepancies between overlapping LiDAR

strips: To evaluate the vertical discrepancies between the over-
lapping LiDAR strips, several positions in the overlapping area

Fig. 7. Vertical discrepancies between Las1 and Las2 before and after LSA.

of each pair of overlapping LiDAR strips were selected to
compute the vertical coordinate differences between the two
strips. Specifically, point locations were selected at an interval
of 3 m along the flight direction in the overlapping area, and the
elevation values of all the LiDAR points were searched within
a certain radius around the point (the radius can be set as about
2.5 times the average LiDAR point distance) in any one LiDAR
strip. If the difference between the maximum and the minimum
elevation was less than the threshold (which can be set slightly
smaller than the expected elevation accuracy of LiDAR points
after LSA, e.g., 0.10 m in this paper), the point was assumed
to be located on a flat area and can be viewed as a vertical
check point. For each vertical check point, its elevation can
be calculated through interpolation on both of the overlapped
LiDAR strips. The discrepancies of the elevation value between
the two strips of the vertical check points can be used to evaluate
the vertical discrepancies between the LiDAR strips.

Fig. 7 shows the discrepancies between Las1 and Las2
before and after LSA. Fig. 8 shows the discrepancies between
Las2 and Las3 before and after LSA. The horizontal axis
represents the index of vertical check points selected along
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Fig. 8. Vertical discrepancies between Las2 and Las3 before and after LSA.

the flight direction on the LiDAR strips. The vertical axis
represents the vertical discrepancies of the vertical check points
between the overlapping strips. As shown in Fig. 7, the vertical
discrepancies of the vertical check points on Las1 and Las2
along the flight direction fluctuate between −0.90 and −0.50 m.
The vertical discrepancies are obviously reduced both after
TDST LAS and AT-aided LSA, but the discrepancies after
using AT-aided LSA are slightly smaller than those after using
TDST LSA. After AT-aided LSA, the vertical discrepancies are
obviously reduced to a magnitude between −0.10 and 0.10 m.

In Fig. 8, before LSA, the vertical discrepancies of the
vertical check points on Las2 and Las3 fluctuate between
−0.02 and 0.32 m. The vertical discrepancies are obviously
reduced both after TDST LAS and AT-aided LSA, and most
of the discrepancies fluctuate between −0.10 and 0.10 m.The
TDST LAS and the AT-aided LAS seem to have the same good
effect on reducing the discrepancies between Las2 and Las3.

As can be seen from the experimental results shown in Fig. 7
and Fig. 8, adopting the proposed AT-aided LSA method can
well improve the vertical discrepancies between the LiDAR
strips. Moreover, the proposed AT-aided LSA method is slightly
superior to the TDST LSA method in reducing the vertical
discrepancies between adjacent LiDAR strips (the two methods
are similar in Fig. 8, but the AT-aided LSA method is better
in Fig. 7).

2) Analysis of the absolute vertical accuracy of the LiDAR
strips: To further analyze the absolute vertical accuracy of each
LiDAR strip, 72 image tie points located in a flat region were
precisely measured on the aerial images, and their coordinates
were calculated in the local reference frame by the space
intersection using the image exterior orientation parameters
obtained in aerotriangulation. The intersected coordinates of
these points were viewed as the ground truth concerning the
high accuracy of aerotriangulation. Then, along with the above
28 P-SGCPs, they were used to determine if they were located
in a flat region so they can be used as the vertical check points of
the LiDAR strips. There were 24 vertical check points in Las1,
32 vertical check points in Las2, and 31 vertical check points in
Las3. The LiDAR strip’s vertical accuracy can be measured by
calculating the discrepancies (also called the vertical coordinate
residuals of the vertical check points) between the ground truth
coordinates of the check points and their interpolated vertical

Fig. 9. Vertical coordinate residuals of the vertical check points before and
after LSA on LAS1, LAS2, LAS3, respectively.

coordinates in the LiDAR strip. Fig. 9 presents the vertical
coordinate residuals of the vertical check points on Las1, Las2,
and Las3, respectively, before and after LSA. The vertical
coordinate errors of the three LiDAR strips are obvious before
the LSA. After TDST LSA, the improvement is obvious but
still not ideal. When the AT-aided LSA method is introduced,
all three strips show significant improvement on the vertical
coordinate residuals.

The statistics of the mean, the RMSE, and the maximum
of the vertical coordinate residuals of the vertical check points
on the three LiDAR strips before and after LSA are shown in
Table IV. According to the corrected results of the three LiDAR
strips, the vertical precision of the point clouds after adopting
the AT-aided LSA method is 0.1 m. The largest vertical residual
is smaller than 0.2 m, which shares the same level of vertical
accuracy with aerotriangulation as shown in Table I. Obviously,
the AT-aided LSA is better than the TDST LSA.

VI. CONCLUSION AND RECOMMENDATIONS

FOR FUTURE RESEARCH

For the purpose of researching LSA for LiDAR strips ac-
quired by low-precision LiDAR systems used in China, this
paper has presented a rigorous LSA method that adopts aerial
images of the same area as the control information. Owing to
the fact that POS shift/drift errors always exist for the low-
precision POS system, POS shift/drift errors and boresight an-
gular errors are the major concern in the LSA procedure in this
paper. This paper first introduced the AT-aided LSA mathematic
models. The adjustment models were derived from the LiDAR
geolocation equation and, thus, were rigorous. Then, this paper
proposed a method for obtaining the control elements needed
in LSA. Aerotriangulated aerial images located in the same
area with the LiDAR data were used in this method as the
reference data for LSA. Conjugate points and conjugate BCFs
were matched between LiDAR strips and aerial images with the
proposed two matching methods, respectively.

The feasibility of the developed AT-aided LSA method and
the multifeature matching method were tested using a real
data set, and comparison experiments also were performed
using the TDST LSA method. Both the discrepancies between
the adjacent LiDAR strips and the discrepancies between the
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TABLE IV
VERTICAL COORDINATE RESIDUALS OF VERTICAL CHECK POINTS BEFORE AND AFTER LSA (UNITS: m)

LiDAR strips and the ground truth were examined before and
after LSA. The experimental results of all three LiDAR strips
revealed that the proposed AT-aided LSA method achieved
high planimetric rectification precision and high vertical rec-
tification precision. The results also demonstrated that the pro-
posed AT-aided LSA method is far superior to the TDST LSA
method.

This paper uses P-SGCPs to achieve alignment between the
LiDAR strips and the ground truth. Compared with methods
using L-SGCTs, the method in this paper is superior for the
following reasons. First, unlike L-SGCTs, P-SGCPs do not
need to be specially manufactured because natural objects on
the ground usually can serve P-SGCPs. Second, P-SGCPs can
be determined and measured after the mission at any time,
and the optimal locations for the P-SGCPs can be chosen by
analyzing the overlap between the aerial images. On the other
hand, L-SGCTs must be installed before the flight mission, and
they are sometimes missed in the LiDAR strips owing to the
overlap fluctuation of LiDAR strips.

As a large amount of control points come from the matching
results between the LiDAR intensity images and aerial images,
the LiDAR data should have good intensity information. This
paper used simultaneously obtained aerial images and LiDAR
points as experimental data set, but LiDAR data and aerial
images obtained at different times can also be used as long as
the two types of data sets are on the same area and the land
cover change is trivial. The ground sampling distance of aerial
images is recommended to be smaller than 1/3 times the average
LiDAR point distance, with the purpose of providing accurate
control points for LSA.

Since the digital camera and LiDAR system are usually
mounted together on the aircraft, their position and attitude
are measured by the same POS. That is to say, the position
and attitude values of both the digital camera and the LiDAR
system encounter the same POS shift/drift errors. Therefore, the
combined block adjustment of LiDAR strips and aerial images
is theoretically feasible and will be addressed in future work.
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