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In aerial photogrammetry, data products are commonly needed in national coordinates, and, in practice,
the georeferencing is often performed in the required national map projection frame directly. However,
as a map projection frame is not Cartesian, some additional corrections are necessary in the georeferenc-
ing process to take account of various map projection distortions. This paper presents a new map projec-
tion correction method for the direct georeferencing of aerial images in national coordinates, which
comprises of three consecutive steps: (1) a rough intersection to predict ground point coordinates in

'ég{‘r/‘éi:?j;l the Cartesian space; (2) calculating map projection corrections; and (3) a fine intersection. Benefiting
Distortion from the explicit estimation of ground positions in the Cartesian space, our new method can directly

adopt the accurate map projection distortion model that was previously developed for the direct geo-
referencing of airborne LiDAR data in national coordinates. Simulations show that the correction residu-
als of our new method are smaller by one order of magnitude than those of the previous best approach
while their computational costs are at the same level, and even in an extreme scenario of 8000 m flight
height above ground, the maximum error of our method is only several centimeters, which can be safely
neglected in practical applications.

© 2015 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier
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1. Introduction

Benefiting from the continuous improvement of GPS/INS hard-
ware and integrated navigation technology, the exterior ori-
entation parameters (EOPs) of aerial imagery can be directly and
accurately acquired by an onboard position and orientation system
(POS), and can be used for scene restitution directly (Yastikli and
Jacobsen, 2005a; Legat, 2006). This georeferencing method, which
is called direct georeferencing (DG), has gained increasing atten-
tion in the photogrammetry community because it does not need
the field work of measuring ground control points and a bundle
adjustment, and it can therefore greatly reduce data acquisition
and processing costs (Skaloud, 2002; Cramer et al., 2012).
However, as being an extrapolation method, DG is particularly
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sensitive to systematic and random errors (Yastikli and Jacobsen,
2005a,b).

Aerial photogrammetric products are typically needed in
national coordinates and, accordingly, in practice, DG is often con-
ducted in the required national frame directly (Zhang and Shen,
2013a). However, as a national frame is not Cartesian but rather
defined by a national datum and a conformal map projection, the
DG process in national coordinates is inevitably affected by a num-
ber of map projection distortions, which should be carefully cor-
rected to acquire accurate DG results (Ressl, 2001; Yastikli and
Jacobsen, 2005a,b; Legat, 2006; Zhang and Shen, 2013a,b).

Many map projection correction methods were developed for
the DG of aerial imagery in national coordinates, and so far any
of them was designed for correcting a specific distortion factor only
(either the earth curvature distortion or length distortion. The
earth curvature distortion and length distortion refer to the height
difference and the horizontal length difference between a ground
point and its corresponding projected point in the local level frame
defined by the perspective center as the anchor point, respectively.
The former is independent upon the map projection and the latter
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is not. For more details on the properties of these two distortion
factors, please see Legat (2006), or Zhang and Shen (2013a)). To
our best knowledge, all sophisticated earth curvature correction
methods adopt a similar strategy that modifies image coordinates
(Wang, 1990; Mikhail et al.,, 2001; Mugnier et al., 2004; Legat,
2006; Kraus, 2007; Zhao et al., 2014). The correction methods for
the length distortion, on the other hand, are more diversified.
Corrections can be added to flight heights (Ressl, 2001; Legat,
2006), focal lengths (Ressl, 2001; Yastikli and Jacobsen, 2005a,b),
image coordinates (Zhang and Shen, 2013b), or ground heights
(Zhang and Shen, 2013b).

Existing map projection correction methods were evaluated by
a number of researchers using simulated (Legat, 2006; Zhang and
Shen, 2013b; Zhao et al., 2014) or real data (Skaloud and Legat,
2008), and they were proven to be capable of substantially improv-
ing DG accuracies in national coordinates. However, simulation
results also indicated that the residuals of these methods cannot
be entirely neglected. By analyzing the equation derivations of pre-
vious map projection correction algorithms, it can be found that
their performance is not fully satisfied for two main reasons: (1)
the map projection distortion model used is not very accurate,
e.g., the angle distortion (it contains three parts: the skew-normal
distortion, the normal-section-to-geodesic distortion, and the arc-
to-chord distortion. For more details please see Zhang and Shen
(2013a)) is not considered in previous studies; (2) an average
terrain elevation is adopted in widely used non-iterative earth-
curvature-correction methods to approximate real ground heights.

In this paper, we present a new map projection correction
method for the high-precision DG of aerial imagery in national
coordinates. Different from previous studies, ground coordinates
in the Cartesian space are explicitly estimated in our algorithm,
and an accurate map projection distortion model can then be
adopted and the ground height approximation can also be avoided.

The remainder of this paper is organized as follows. In Section 2,
we introduce some background on the DG problem. Then, Section 3
presents our new map projection correction method. Finally, we
provide experimental results and conclude the paper in the last
two sections.

2. Geometric basis

2.1. Differences between direct georeferencing of imagery and LiDAR
data

If technical details not required for this solution, such as the
calibration parameters of imaging sensors and the mounting
parameters between different sensors (i.e., lever arms and bore-
sight angles), are ignored, the DG models of aerial imagery and air-
borne LiDAR data in a Cartesian frame can be written as

T]gng = Teo + Tldr;g = Teo + SReoTisr:ngsor (l)
and
TR = Ty T = T 1 RTSRIS @)

respectively. The superscripts img and LiDAR refer to optical image
data and LiDAR data, respectively; Tgq represents the column vec-
tor constituted by a ground coordinate; T, and R., refer to the
3D vector and 3 x 3 rotation matrix formed by linear and angular
EOPs, respectively; T4, refers to the DG vector (Zhang and Shen,
2013a); s is the scale factor of a bundle ray; and Tiensor iS the sensor
observation vector and can be given by

X
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for aerial images and airborne LiDAR data, respectively, where (x,y)
is the image coordinate, f is the focal length, r is the range observa-
tion, and R, refers to the scan angle matrix (Baltsavias, 1999).

By comparing Eqs. (1) with (2), it can be seen that either the DG
process of aerial images or airborne LiDAR data can be expressed as
an addition operation between the vectors T., and T4, . However,
since a camera does not possess range measurement capability like
a LiDAR instrument, T4, cannot be directly derived from the infor-
mation in a single image.

2.2. Direct georeferencing in national coordinates

The DG model in a national map projection frame can be writ-
ten as

,grd = Teo + ng + A(Tem ng) = Tgrd + A(Tem ng) (5)

where T;,rd and T4 refer to the ground coordinates in the national
map projection frame and in the Cartesian space, respectively; A
refers to the map projection distortion, which is a very complicated
function of Te, and T4 (Zhang and Shen, 2013a) and is schemati-
cally shown by the coordinate difference between G (G; or Gy) and
G in Fig. 1.
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Fig. 1. A two-view geometry in a national map projection frame. G’ is a ground
point in national coordinates, and G; and G, are the corresponding ground positions
in the Cartesian space with respect to the perspective centers S; and S,
respectively, where the subscripts 1 and 2 refer to the left and right images,
respectively; Gy and Gy, are the predicted ground positions in the Cartesian space,
and G;m and G{,rz are their corresponding map projection positions, respectively; Gis
is the result of a space intersection in national coordinates without correcting any
map projection distortions; and g, and g, are the image points in the left and right
images, respectively.
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As previously discussed in Section 2.1, the only important dif-
ference between the DG models of aerial imagery and airborne
LiDAR data is whether Tq, is known. Therefore, supposing T4, could
be accurately estimated in the data processing of aerial images, all
the map projection distortion models and correction equations
developed for the DG of airborne LiDAR data in national coordi-
nates can be easily applied. Further, it can be seen from Eq. (1) that
the solving of Tqg is actually equivalent to calculate T,y because
T., is always known in the DG process.

3. Method description

Our proposed map projection correction method comprises
three steps as follows.

(1) Predicting ground point coordinates in Cartesian space.
The ground point in Cartesian space can be predicted from the

result of a rough intersection in national coordinates. According to
Konecny (2014), the space intersection equation can be written as

Xi . (Xs2 =Xs1)Wa — (Zsa —Zs1) Uy "
Tis= |Yis | =Teo1+81 | V1 | =Teo1 + U1
Zs " Uy Wy —Wwilly "
(6)
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where (Xs, Ys,Zs) is the national coordinate of the perspective cen-
ter S (e.g.,S; and S; in Fig. 1), the subscripts 1 and 2 refer to two dif-
ferent images in a multiple-view geometry. If a ground point is
imaged at more than two stations, only two arbitrary images are
used in Eq. (6). It should be mentioned that the Z coordinate in
our paper refers to an ellipsoidal height as in many previous studies
(Legat, 2006; Zhang and Shen, 2013a), though, in practice,
orthometric heights are actually used for national mapping.

From simulation results we observed that if the space intersec-
tion is directly performed in national coordinates, the intersection
result G;; never coincides with G’ (because all map projection dis-
tortions are not corrected), and the coordinate discrepancy
between these two points is commonly more significant on the
height component than the planimetric component, which is
schematically illustrated in Fig. 1. Given that the planimetric
coordinate difference between G and G’ is mainly caused by the
length distortion (Zhang and Shen, 2013a), we can predict the
ground position in Cartesian space partly from the following
constraint.

Ky or = Xs)? + (Yor — Yo = \/(Xis = Xs)2 4+ (Yis — Y5> (9)

where (X,,Yp) is the planimetric coordinate of the predicted
ground point Gy, (e.g., Gpr1 and Gy, in Fig. 1), and ki refers to the
length distortion scale factor and can be given by (Legat, 2006;
Zhang and Shen, 2013a)

kR kR

kg = ~
“TR+hs+Zsg R+Zs

(10)

where R and k are the mean radius of curvature and point scale fac-
tor at the perspective center, respectively. For the most widely used
transverse Mercator projection, k can be given by (Bomford, 1980)

X3 Xe
k=ko(1+—F5+—5 11
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where kg is the point scale factor at the central meridian, and Xs
refers to the east coordinate of the perspective center (not including
the false easting).

The second constraint added to the predicted ground point Gy,
is that it should be located on the light ray in Cartesian space.
Consequently, it meets

Xprf)(s _u
Zp—Zs W
Vp-Ys v (12)
Zpr—ZS Tw

Combining Eqgs. (9) and (12) can determine the three unknowns
(Xpr; Yor, Zpr) -

(2) Calculating map projection corrections.

For each predicted ground point G, map projection corrections
are calculated and added to the coordinate of Gy, and the result is
denoted as G, (see Fig. 1).

This step is exactly the same as the map projection correction
process for the DG of airborne LiDAR data in national coordinates,
and all equations needed have been derived by Legat (2006) and
Zhang and Shen (2013a).

(3) Fine intersection.

As schematically shown in Fig. 1, since the ground point predic-
tion in the first step cannot be very accurate, G'pr commonly does
not exactly coincide with G'. However, from simulation results
we observed that G, is typically substantially located on the line
SG’, and we can therefore write the following equation.

X —Xs Xor — Xs
Y —Ys | =5Spe | Yo — Vs (13)
7 —Zs Z, —7s

where (X', Y’,Z') is the ground coordinate in the national map pro-
jection frame to be solved, and s, is a scale factor. By eliminating
spr and arranging the terms, Eq. (13) can be further converted to

Zy-Zs 0 xs—xﬂ X [z;)r—zs 0 Xs—X, Xs
! ! Yl = ! d YS

0 Zy—Zs Ys—Vyul |, 0 Z,=Zs Ys=Yp ||,
(14)

In Eq. (14), two linear equations are obtained from one image, and
at least two conjugate image points are therefore required to solve
the three unknowns by an intersection.

4. Experiments
4.1. Schemes

Table 1 lists the five map projection correction schemes that
were tested in the experiments.
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Table 1 Table 3
Map projection correction schemes. Technical characteristics of the national map projection frame in the experiments.
ID Scheme Description Category Parameter Value Unit
TR Traditional correction method This scheme employs the previous 7-parameter from WGS 84 Scale factor  1.00005 -
best map projection correction datum to national datum Translation  (370.9492, 282.6227, m
method, in which the earth vector —4.7778)
curvature and length correction Rotation (-0.0014, 0.0022, deg
algorithms were developed by Zhao angles —0.0025)
et al. (2014) and Zhang and Shen Ellipsoid Type Krassovsky -
(2013b), respectively Map projection Type Universal transverse -

TRit Traditional correction method This scheme is the same as the last Mercator (UTM)
using an iterative earth one except the earth curvature Central 117 deg
curvature correction algorithm  correction algorithm is modified to meridian

be suitable for mountainous
regions by adopting an iterative
strategy suggested by Wang (1980) . . . .

Ntr  Our new method using the The map projection correction and 50 mm, respectively. The image size was 8956 x 6708 pixels,
traditional map projection equations used in the second step and the pixel size was 6 pm. The forward and side overlaps were
distortion model of our method were first derived by set to 80% and 60%, respectively. As shown in Table 2, the only dif-

) Legat (2006) ference between scenarios C1 and C2 is that the latter added a

Npr  Our new method using the This scheme is the same as the last . 2 d 1 d heich
practical map projection one except that the map projection maximum of 200 m ran Om.v.a ues to groun. eights. o
distortion model correction equations used were Table 3 shows the definition of the national map projection

first given in Section 3.2 of Zhang frame used in the experiments. The datum transformation parame-
) ) ) and Shen (2013a) ters originate from a real airborne laser scanning project, but some
Nhi  Our new method using the high- This scheme is the same as the last e ..
L oo - insignificant digits were rounded off.
precision map projection two except that the map projection
distortion model correction equations used were
first given in Section 3.1 of Zhang 4.3. Results and analysis
and Shen (2013a)
Table 4 shows the experimental results of the first three simu-
42D lated scenarios (A1-A3). In scenario A1, schemes TR, TRit, and Ntr
2. Data

As with many previous studies (Legat, 2006; Zhang and Shen,
2013b; Zhao et al., 2014), simulated data were used in this paper
to evaluate the performance of different map projection correction
schemes. As listed in Table 2, six scenarios were simulated. In each
scenario, the block included five flight strips, each of which com-
prised of five images. The geographic coordinate of the first per-
spective center was (30°N, 120°E). In the cover area of a single
image, 10,000 evenly distributed ground points were simulated.

In the first four scenarios (A1-A3 and B), a Leica RC30 camera
was used. Its focal length was 153 mm, and the frame size was
230 mm x 230 mm. The forward and side overlaps were set to
60% and 30%, respectively. As shown in Table 2, scenario A1l simu-
lated an ideal flight and terrain condition (i.e., all photographs
were vertically imaged and exposed at designed positions, and
the terrain was flat); scenario A2 added random noise to ground
elevations to simulate terrain undulations; scenario A3 simulated
a realistic flight condition by adding maximums of 10 m and 5°
random values to the linear and angular EOPs, respectively; and
scenario B simulated an extreme case of a high flight height and
large terrain undulations.

In the last two scenarios (C1 and C2), a Leica RCD30 oblique
camera was used, and its look angle and focal length were 35°

Table 2
Simulated scenarios.

Scenario  View Flight height Maximum deviation from the
above ground normal case
(m) Linear Angular Ground
EOPs EOPs height
(m) (deg) (m)
Al Nadir 2000 0 0 0
A2 Nadir 2000 0 0 200
A3 Nadir 2000 10 5 200
B Nadir 8000 10 5 800
C1 Oblique 2000 10 5 0
Cc2 Oblique 2000 10 5 200

yielded similar results, and schemes Npr and Nhi provided much
better accuracy. This is caused by the different map projection dis-
tortion models used in these correction schemes. Schemes TR, TRit,
and Ntr employed the traditional distortion model, which only
deals with the earth curvature and length distortions (Legat,
2006). Scheme Npr or Nhi, on the other hand, adopted a more accu-
rate distortion model (the practical or high-precision model,
respectively; the differences between these models can be found
in Zhang and Shen, 2013a), in which more types of map projection
distortions (e.g., the arc-to-chord distortion) are considered and
more rigorous earth curvature and length correction equations
are used (Zhang and Shen, 2013a).

Comparing the results of scenario A2 with those of A1, we found
that the performance of scheme TR was significantly degraded,
while the accuracy of scheme TRit and our proposed method
(schemes Ntr, Npr, and Nhi) basically remained the same. In
scheme TR, the earth curvature correction algorithm used was
developed by Zhao et al. (2014), and it employed the average ter-
rain elevation in calculation. Thus, if a ground point is more away
from the average terrain plane, the correction accuracy of Zhao
et al.’s method will get worse. By adopting an iterative strategy,
scheme TRit can use real ground heights to compute earth curva-
ture corrections, and its performance is therefore nearly not
degraded in mountainous regions. Our proposed method explicitly
estimates ground positions in the Cartesian space and then calcu-
lates earth curvature distortions as well as other map projection
distortions. Its accuracy, therefore, is also rarely influenced by ter-
rain undulations.

In scenario A3, which simulated a more realistic data acquisi-
tion condition, the errors of scheme TR mainly appear in the height
component and can be up to 7 cm. The performance of scheme TRit
and our proposed method is much better. When the practical or
high-precision map projection distortion model (schemes Npr or
Nhi) was used, the maximum residual of our new method is only
slightly larger than or smaller than 1 mm, respectively.

As shown in Table 5, in scenario B (an extreme case of a high
flight height and large terrain undulations), the residuals of scheme
Nhi are only several centimeters, while the maximum error of
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Table 4
Error statistics of direct georeferencing with flying height of 2000 m above ground.
Scenario Scheme  RMS (mm) Max. Dev.
(mm)
Plane Height Plane Height
A1 (no terrain undulations) TR 55 5.5 13.9 -21.9
TRit 5.5 5.5 13.9 -21.8
Ntr 3.8 6.8 13.9 22.6
Npr 0.5 0.8 1.2 -1.5
Nhi 0.0 0.0 0.1 0.2
A2 (a mountainous case) TR 5.6 104 20.6 -57.6
TRit 55 5.6 15.5 26.1
Ntr 3.8 7.0 15.5 27.0
Npr 0.4 0.8 13 -1.5
Nhi 0.0 0.0 0.1 0.2
A3 (a more realistic case) TR 59 11.3 27.2 —66.1
TRit 5.7 5.9 19.9 28.9
Ntr 4.1 7.7 194 30.0
Npr 0.4 0.7 1.5 -1.6
Nhi 0.0 0.0 0.2 0.3
Table 5

Error statistics of direct georeferencing with flying height of 8000 m above ground.

Scenario Scheme RMS (mm) Max. Dev. (mm)
Plane Height Plane Height
B (an extreme case) TR 96.5 182.6 582.7 -1179.5
TRit 93.8 93.5 311.1 -502.7
Ntr 67.6 1225 309.9 -491.8
Npr 2.0 3.7 13.5 28.6
Nhi 0.8 13 12.0 -21.8
Table 6

Error statistics of direct georeferencing results in two oblique imaging scenarios.

Scenario Scheme  RMS (mm) Max. Dev. (mm)
Plane Height Plane Height

C1 (no terrain undulations) TR 21.9 7.2 854 -53.1
TRit 219 7.1 85.0 -52.3

Ntr 213 12.3 56.5 -27.1

Npr 1.7 1.7 6.0 -5.9

Nhi 0.1 1.0 1.5 6.5

C2 (a mountainous case) TR 53.5 63.4 5446 —-399.6
TRit 229 9.7 104.3 56.8

Ntr 22.7 12.7 68.8 36.5

Npr 1.9 1.7 7.0 -5.9

Nhi 0.2 1.0 1.8 6.3

scheme TR exceeds 1 m. As a comparison, when the same high-
precision map projection distortion model is used, the DG errors
of airborne LiDAR data in a similar simulated scenario can be less
than 1 mm (Zhang and Shen, 2013a), which indirectly proves that
the correction errors of scheme Nhi were mainly caused by the
imperfect ground point prediction process. Although there are
certainly some ways to further improve the ground prediction
accuracy, we are satisfied with the current algorithm because the
correction residuals are already much smaller than most of the
errors in the direct georeferencing (e.g., errors in POS data).

Table 6 shows the experimental results of two oblique imaging
scenarios. Comparing the results of scenarios C1 and C2 with those
of A1 and A2, we found that the performance of scheme TR is much
more sensitive to terrain undulations in an oblique imaging
geometry than that in a vertical imaging condition (the maximum
error of scheme TR in scenario C2 was almost ten times larger than
that in scenario C1, while the maximum error in scenario A2 was
only two times of that in scenario A1). The geometric explanation

(a)

Average Prediction error

terrain plane

\.
Gay
Terrain
(b)
Prediction error
Average
terrain plane

Terrain

Fig. 2. The impact of terrain undulations on the ground point prediction results in
Zhao et al.’s earth curvature correction method. (a) Vertical and (b) oblique imaging
geometry conditions. G is a ground point, and G,, is the predicted ground position
by means of an average terrain plane.

15
1.341
o 1 J
£
E 0.788
2 0.675 0.666 0.682
= e s -
=
=3
E 05 ]
@]
0 - .
TR TRit Ntr Npr Nhi

Correction scheme

Fig. 3. Computational costs of direct georeferencing experiments in scenario B. The
test program ran on an Intel Core i3 M 330 processor and was compiled with Intel
C/C++12.0 compiler. In the iterative earth curvature correction algorithm of scheme
TRit, the convergence threshold for the height difference between two iterative
ground points was set to 1cm, and only two ground points were used in the
intersection of the first iteration to save computational time.

for this is illustrated in Fig. 2. In Zhao et al.’s earth curvature cor-
rection method, as an average terrain elevation is adopted to
approximate real ground heights, the earth curvature correction
is actually calculated from the vector SG,, (G, is the intersection
point between the light ray and the average terrain plane), but
not SG. When the same terrain undulations are encountered, the
prediction error (i.e., the distance between G,, and G) in an oblique
imaging scenario is commonly much larger than that in a vertical
imaging scenario, and the map projection correction error is there-
fore considerably bigger because the earth curvature distortion is a
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quadratic function of the planimetric length of a DG vector (Zhang
and Shen, 2013a). Our proposed method (schemes Ntr, Npr, and
Nhi), on the other hand, is not substantially influenced by terrain
undulations in an oblique imaging geometry, because the pre-
dicted ground point Gy, is always very close to the actual ground
point G in the Cartesian space (see Fig. 1).

Computational efficiency is also of importance to evaluate dif-
ferent map projection correction methods. As shown in Fig. 3, since
an iterative earth curvature correction algorithm was used, scheme
TRit needs much more computational time than scheme TR. When
the traditional or practical map projection distortion model is
adopted, the computational cost of our method (i.e., scheme Ntr
or Npr) is close to that of scheme TR, and when the high-precision
distortion model is used, our method (i.e., scheme Nhi) requires
considerably more computing time. Given that the correction accu-
racy of scheme Nhi is only slightly better than that of scheme Npr
(see Tables 4-6), the latter is more recommend for practical use.

5. Conclusions

This paper presented a new map projection correction method
for the direct georeferencing of aerial images in national coordi-
nates. Unlike previous correction algorithms, our new method
explicitly estimates ground positions in the Cartesian space, and
it can therefore directly use the accurate map projection correction
equations that were derived for the direct georeferencing of air-
borne LiDAR data in national coordinates in earlier studies.
Simulation results prove that our new method can safely replace
previous methods because when the practical map projection dis-
tortion model is used, the accuracy of our method is by one order
of magnitude better than the previous best approach, while their
computational efforts are at the same level.
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