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#### Abstract

A novel approach for three-dimensional (3D) reconstruction and measurement of industrial sheetmetal parts with computer aided design (CAD) data and non-metric image sequence is proposed. The purpose of our approach is to automatically reconstruct and measure the producing imprecision or deformations of industrial parts that are mainly composed of line segments, circles, connected arcs and lines. Principles of two-dimensional (2D) and one-dimensional (1D) least squares template matching to extract precise lines and points are presented. Hybrid point-line photogrammetry is adopted to obtain accurate wire frame model of industrial parts. Circles, arcs, and lines connected to each other on the part are reconstructed with direct object space solution according to known camera parameters. The reconstructed CAD model can be used for visual measurement. Experimental results of several parts are very satisfying. They show that the proposed approach has a promising potential in automatic 3D reconstruction and measurement of widely existed industrial parts mainly composed of lines, circles, connected arcs and lines.
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## 1. Introduction

Three-dimensional (3D) reconstruction from imagery is one of the most active areas in close-range photogrammetry and computer vision. Nowadays, most industrial parts have their CAD data. The CAD models provide exact and complete description of the object geometries. Precision evaluation and quality control of parts with reference to corresponding CAD data receive attention in industrial communities. Reducing manpower, maintaining high precision and consistency and the time of measurement are the main foci of researchers.

Up to now, coordinate measurement machine (CMM) is the most widely used measuring equipment in industrial communities. The cost and speed of CMM are still major problems to be resolved [16]. Along with the development

[^0]of computer vision, two-dimensional automated visual inspection has been widely used in Printed Circuit Board product lines [12]. A laser range sensor is used by [14] to digitize industrial parts into 3D point clouds, followed by registration of these 3D data with CAD model to inspect surface defects. Stereo vision technique with two CCD cameras and two LED lamps is used [11] in measurement of gaps on the automobile production line. Precision of about 0.1 mm within an planar area of $80 \mathrm{~mm} \times 80 \mathrm{~mm}$ is obtained. Guha [7] presented a prototype of steel surface inspection system for identification of visual surface defects of Black Patch, Anneal Colour, Indentation Marks and Holes on cold rolled steel sheets. No quantitative description of the achieved precision has been addressed.

Although automated vision metrology is becoming more advanced (cf [5,1,13]), three-dimensional automatic inspection has been limited due to complexity of the problem [14]. Regarding the V-Stars system [6], precision of about 10-20 parts per million (ppm) can be achieved with one or more $2 \mathrm{~K} \times 3 \mathrm{~K}$ cameras. However, special targets have to be
attached onto the surface of the interested object, which makes the system less efficient. Furthermore, there is no practical 3D vision system that can substitute man's efforts in imprecision measurement and quality control for widely existed sheetmetal parts.

Line photogrammetry is widely used in reconstruction of objects mainly represented by polyhedral models [3,9,10]. Photogrammetric techniques are also used in reconstruction of industrial installations [18] and reverse engineering [4] with CAD models. Although all of these systems are semi-automatic and time-consuming, line photogrammetry still exhibits potential in automatic 3D reconstruction, especially in the case of known initial models of the interested objects.

A new approach in reconstructing and measuring industrial sheetmetal parts with CAD data and non-metric image sequence is proposed in this paper. The general purpose is to reconstruct and measure industrial parts quickly and accurately with hybrid point-line photogrammetry and direct object space solution through CAD data and information extracted from the imagery. A planar grid is used to calibrate the non-metric CCD camera and provide initial values of camera parameters during reconstruction. World coordinate system chosen is the same as that of the grid. CAD data represents the initial model and the topology of the reconstructed part. Least-squares template matching (LSTM) and several matching results are discussed in Section 2. Afterwards, detailed approaches of how to reconstruct industrial parts are presented. The reconstructed CAD model can be used to measure the producing imprecision or deformations of the part. Section 4 discusses the experimental results. Conclusions and future work are outlined in Section 5.

## 2. Least squares template matching

### 2.1. Two-dimensional line template matching

Image points and lines are the most effective features that are used for 3D reconstruction of objects in photogrammetry and computer vision communities. If "Minimization of the squared sum of grey-difference" is chosen as criteria, the image matching equation can be written as $\sum v v=\min$. If only random noises are considered, the error equation of image matching will be $v=g_{1}(x, y)-$ $g_{2}(x, y)$, where $v$ is the difference between two grey values $g_{1}$ and $g_{2}$ of two image blocks, respectively. This is the basic principle of least-squares template matching [15] which is widely used in digital photogrammetry. Line template matching is a 2 D matching technique that attempts to match a standard image block (so called template) with a real image patch. The length of the image window is usually longer than 10 pixels. The real image patch is usually rotated horizontal to facilitate the matching process. As shown in Fig. 1, the level rectangle represents the standard template, while the dashed rectangle is the image patch to be matched. Displacement along the center line is not


Fig. 1. Two unknowns in line template matching.


Fig. 2. Initial projections and matched results of points.


Fig. 3. Initial projections and matched results of lines.
important in image matching. However, the angle between template and image must be eliminated. Two unknowns $\mathrm{d} y_{1}$ and $\mathrm{d} y_{2}$ are essential to fit the small rotation angles between the template and the image patch.

The line template matching technique can be used for extracting of image line features precisely. Grid points can be detected by the intersection of two matched lines of each corner, as shown in Fig. 2. The black crosses are the predicted image corners. And the white crosses are the matched ones. The precision of image matching results is higher than 0.05 pixels.

Left of Fig. 3 shows the initial projections of line segments of the part. The initial image lines are usually several pixels from the real image features. Although rust exists on the part, the matched image lines are well fitted to the real image features (right of Fig. 3). Actually, the matching precision is also higher than 0.05 pixels.

### 2.2. One-dimensional point template matching

As we know, a line can be represented by a group of small colinear segments. If the image window of line


Fig. 4. One unknown in point template matching.


Fig. 5. Initial projection and matched result of a circle.
template matching is subdivided into small segments, each with a length of $2-5$ pixels named "point segment," the rotation angles between standard templates and small point segments can be neglected. Matching between the "point segment" and the standard template is called point template matching in this paper. As it differs from line template matching, there is only one unknown $\mathrm{d} r$ for 1D point template matching, as shown in Fig. 4. Fig. 5 shows the initial projection and matched result of a circle by 1D point template matching. Although rust is evident, the matched circle is well fitted to the image, showing the potential of 1 D point template matching.

## 3. Reconstruction of industrial parts

The topology of sheetmetal part presented by CAD data is assumed to be correct since it is designed on computer and often checked before the part is produced. The geometry of the real part is usually not identical to the CAD data due to mis-operation during production or deformations after a period of usage. It is important for quality control to know whether the real part and the designed one are identical. Approaches detailing of how to reconstruct correct geometric model with designed data and information extracted from imagery will be discussed.

### 3.1. Reconstruction of wire frame model

The origin of the grid coordinate system is located at the centre of the planar grid, $X$ and $Y$-axes in the grid plane and $Z$-axis upright. World coordinate system is chosen the same as that of the grid. Generally speaking, the coordinate system of the industrial part defined in CAD data is not identical with the world coordinate system. There are six elements (rotation + translation) to convert the CAD coordinate system into world coordinate system.

Sheetmetal parts are mostly composed of line segments. This is the reason that we choose line photogrammetry to reconstruct and measure them. As shown in Fig. 6, the image line $p q$, space line $P Q$ and the projection center $S$ should be coplanar, while $p$ and $P, q$, and $Q$ are not necessarily correspondences, which is the most important advantage of line photogrammetry [3]. A line in the image can be parameterised in several ways. Two end points are used here, because it is singularity-free and easy to setup error equations.

The coplanar equation among $p, S, P$, and $Q$ is
$\left|\begin{array}{ccc}u_{p} & v_{p} & w_{p} \\ X_{P}-X_{S} & Y_{P}-Y_{S} & Z_{P}-Z_{S} \\ X_{Q}-X_{S} & Y_{Q}-Y_{S} & Z_{Q}-Z_{S}\end{array}\right|=0$,
where $\left(u_{p}, v_{p}, w_{p}\right)$ is the model coordinate of image point $p$, $\left(X_{S}, Y_{S}, Z_{S}\right)$ the coordinate of camer center $S,\left(X_{P}, Y_{P}, Z_{P}\right)$ and $\left(X_{Q}, Y_{Q}, Z_{Q}\right)$ the coordinates of part points $P$ and $Q$. The error equation of line photogrammetry can be written as

$$
\begin{align*}
& A_{1} \mathrm{~d} x_{p}+A_{2} \mathrm{~d} y_{p}+A_{3} \mathrm{~d} \varphi+A_{4} \mathrm{~d} \omega+A_{5} \mathrm{~d} \kappa+A_{6} \mathrm{~d} X_{S} \\
& \quad+A_{7} \mathrm{~d} Y_{S}+A_{8} \mathrm{~d} Z_{S}+A_{9} \mathrm{~d} \varphi^{0}+A_{10} \mathrm{~d} \omega^{0}+A_{11} \mathrm{~d} \kappa^{0} \\
& \quad+A_{12} \mathrm{~d} \Delta X^{0}+A_{13} \mathrm{~d} \Delta Y^{0}+A_{14} \mathrm{~d} \Delta Z^{0}+A_{15} \mathrm{~d} X_{P}^{0} \\
& \quad+A_{16} \mathrm{~d} Y_{P}^{0}+A_{17} \mathrm{~d} Z_{P}^{0}+A_{18} \mathrm{~d} X_{Q}^{0}+A_{19} \mathrm{~d} Y_{Q}^{0}+A_{20} \mathrm{~d} Z_{Q}^{0} \\
& \quad+F_{X}=0 \tag{2}
\end{align*}
$$

where $A_{1}-A_{20}$ are the partial derivatives of unknowns and $F_{X}$ the constant item, $\mathrm{d} x_{p}, \mathrm{~d} y_{p}$ the corrections of end point $p, \mathrm{~d} \varphi, \mathrm{~d} \omega, \mathrm{~d} \kappa, \mathrm{~d} X_{S}, \mathrm{~d} Y_{S}, \mathrm{~d} Z_{S}$ the corrections of camera parameters, $\mathrm{d} \varphi^{0}, \mathrm{~d} \omega^{0}, \mathrm{~d} \kappa^{0}, \mathrm{~d} X_{S}^{0}, \mathrm{~d} Y_{S}^{0}, \mathrm{~d} Z_{S}^{0}$ the corrections of six parameters (rotation and translation) between the part and the world coordinate system, $\mathrm{d} X_{P}^{0}, \mathrm{~d} Y_{P}^{0}, \mathrm{~d} Z_{P}^{0}$ and $\mathrm{d} X_{Q}^{0}, \mathrm{~d} Y_{Q}^{0}, \mathrm{~d} Z_{Q}^{0}$ the corrections of part points $P$ and $Q$.

Besides the coplanar equation among $p, S, P$, and $Q$, there exits another equation among $q, S, P$, and $Q$. The linearized form is similar to that of Eq. (2).

For parts that are very simple or for those that are a few line segments, the geometric configuration is very poor.


Fig. 6. Coplanarity between space and image lines.

Grid points should be combined into the adjustment model to ensure the reliability of reconstruction. Error equations of grid points are:

$$
\begin{align*}
v_{x}= & B_{1} \mathrm{~d} \varphi+B_{2} \mathrm{~d} \omega+B_{3} \mathrm{~d} \kappa+B_{4} \mathrm{~d} X_{S}+B_{5} \mathrm{~d} Y_{S} \\
& +B_{6} \mathrm{~d} Z_{S}+B_{7} \mathrm{~d} X+B_{8} \mathrm{~d} Y+B_{9} \mathrm{~d} Z-l_{x}  \tag{3}\\
v_{y}= & C_{1} \mathrm{~d} \varphi+C_{2} \mathrm{~d} \omega+C_{3} \mathrm{~d} \kappa+C_{4} \mathrm{~d} X_{S}+C_{5} \mathrm{~d} Y_{S} \\
& +C_{6} \mathrm{~d} Z_{S}+C_{7} \mathrm{~d} X+C_{8} \mathrm{~d} Y+C_{9} \mathrm{~d} Z-l_{y}
\end{align*}
$$

where $l_{x}, l_{y}$ are constant items; $B_{1}, \ldots, B_{9}, C_{1}, \ldots, C_{9}$ coefficients of unknowns; $\mathrm{d} X, \mathrm{~d} Y, \mathrm{~d} Z$ the corrections of grid points; and $\mathrm{d} \varphi, \mathrm{d} \omega, \mathrm{d} \kappa, \mathrm{d} X_{S}, \mathrm{~d} Y_{S}, \mathrm{~d} Z_{S}$ the corrections of camera parameters. Please refer to [15] for more detail about the coefficients of error equations. If the coordinates of grid points can be treated as known, terms of $\mathrm{d} X, \mathrm{~d} Y$, $\mathrm{d} Z$ should be removed from the error equations. The model of hybrid point-line photogrammetry is composed of Eqs. (2) and (3). It can be used to reconstruct the wire frame model of parts.

### 3.2. Reconstruction of complex shapes

For lots of board-like (sheetmetal) industrial parts, the reconstruction of complex shapes is also very important but hard to deal with in practice. An effective approach to reconstruct circles, connected arcs and lines based on 1D point template matching and direct object space solution will be presented.

Camera parameters, which can be obtained with hybrid point-line photogrammetry in Section 3.1, can be treated as known in the process of reconstructing complex shapes. The end points of small line segments are the result of template matching and also functions of space circles or lines. The parameters of space circles or lines and their image features are related by mathematical models. Thus parameters of circles, arcs, and lines can be obtained directly from several images by least squares template matching.

To facilitate the reconstruction process, suppose the plane where the circle or arc lies in is known. This is true since the plane can be determined with the reconstructed wire frame model of the part. The camera parameters of the images can be rotated to generate a level plane. So the circle equation in the level plane is very simple:
$X=X_{0}+R \cdot \cos \theta$,
$Y=Y_{0}+R \cdot \sin \theta$,
where $X_{0}, Y_{0}$ and $R$ are the center and radius of circle or arc. $\theta$ varies from 0 to 360 degree for circle, and from start angle to end angle for arc. In this paper, circles and arcs are represented by a number of points with certain intervals of different angle $\theta$. The top of Fig. 7 is a space circle, and the bottom is the projected ellipse with known camera parameters. Each point $A$ on the space circle defined by $\theta$ has its corresponding point $a$ in the image.

If Eq. (4) is combined into collinearity equations, the unknowns are the center and radius of circle or arc. For certain angle $\theta$, the object point is projected onto the image


Fig. 7. Projected image point of circle.
and the tangential vector with angle $\alpha$ can be easily determined. A small window (with $2-5$ pixels length) taken the projected image point as center and $\alpha$ as tangential vector is rotated into horizontal, followed by 1D template matching. The displacement $\mathrm{d} r$ determined by template matching can be rotated back to the original image coordinate system according to $\alpha$. Error equations of circle or arc reconstruction can be written as:
$v_{x}=A_{1} \cdot \mathrm{~d} X_{0}+A_{2} \cdot \mathrm{~d} Y_{0}+A_{3} \cdot \mathrm{~d} R-\mathrm{d} x$,
$v_{y}=B_{1} \cdot \mathrm{~d} X_{0}+B_{2} \cdot \mathrm{~d} Y_{0}+B_{3} \cdot \mathrm{~d} R-\mathrm{d} y$,
where $A_{1}, A_{2}, A_{3}, B_{1}, B_{2}, B_{3}$ are the coefficients of unknowns, $\mathrm{d} x, \mathrm{~d} y$ constant items, $X_{0}, Y_{0}$, and $R$ are the center and radius, respectively. Thus, the parameters of space circles or arcs can be obtained directly from one or several images by LSTM with initial values obtained from CAD data. The obtained parameters of circles or arcs should be rotated back to the world coordinate system to get the reconstructed model.

Arcs in parts are usually connected to lines. As shown in Fig. 8, two arcs $c_{1}, c_{2}$ and three line segments $l_{1}, l_{2}$, and $l_{3}$ are connected to each other. Generally, they are very difficult to reconstruct precisely. The model of obtaining optimum solution of arcs and lines will be addressed. For convenience of reconstruction, line segments are also rotated into a level plane, and represented as follows:
$X=X_{t}+\mathrm{i} \cdot \Delta L \cdot \cos \beta$,
$Y=Y_{t}+\mathrm{i} \cdot \Delta L \cdot \sin \beta$,
where $X_{t}, Y_{t}$ is the start point of line segment, $\beta$ is the direction of the line, $\Delta L$ is the length of small segment


Fig. 8. Connected arcs and lines.
approximately equal to the length of point window in the circle and arc reconstruction. Error equations of line reconstruction are:
$v_{x}=M_{1} \cdot \mathrm{~d} X_{t}+M_{2} \cdot \mathrm{~d} Y_{t}+M_{3} \cdot \mathrm{~d} \beta-\mathrm{d} x$,
$v_{y}=N_{1} \cdot \mathrm{~d} X_{t}+N_{2} \cdot \mathrm{~d} Y_{t}+N_{3} \cdot \mathrm{~d} \beta-\mathrm{d} y$,
where $M_{1}, M_{2}, M_{3}$ and $N_{1}, N_{2}, N_{3}$ are coefficients of unknowns, $\mathrm{d} x, \mathrm{~d} y$ constant items, $\mathrm{d} X_{t}, \mathrm{~d} Y_{t}$ and $\mathrm{d} \beta$ are the corrections of the start point and direction of the line segment. The circle or arc reconstruction Eq. (5) can be combined with line reconstruction Eq. (7) to get an uniform solution of connected arcs and lines. To ensure the stability of reconstruction, geometric constrains should be added, such as the center of arc $c_{1}$ should lies on the bisector of line $l_{1}$ and $l_{2}$; the center of arc $c_{2}$ which should lie on the bisector of line $l_{1}$ and $l_{3}$ and three lines which should be tangential to the two arcs, etc.

## 4. Experiments

### 4.1. Overview of the system

To reduce the cost of the system, only one non-metric CCD camera with 1300 pixels $\times 1030$ pixels resolution is used. Fig. 9 shows the hardware configuration of the system. A planar grid is fixed on the rotation table for camera calibration and offering initial values of camera parameters for reconstruction. As mentioned in Section 3, the world coordinate system is chosen to be the same as that of the grid. The part to be reconstructed is put approximately on the center of the grid. To facilitate the determination of 3D rigid transformation parameters (rotation and translation) between the part and the world coordinate system, the distance between two origins of the two coordinate systems need to be shorter than 10 mm , and the angles between axes of the two coordinate systems should be smaller than $10^{\circ}$. To generate diffused illumination for the grid and the part, four home-used lamps are encapsulated in a semi-transparent plastic box. Image sequence is obtained while the table rotates against its rotating axis under computer control.


Fig. 9. Hardware configuration of the measurement system.

The developed software runs fully automatically. It can be used to reconstruct and measure industrial parts mainly composed of lines, circles, connected arcs and lines. The system is composed of four steps. First, image sequence is acquired by CCD digital camera automatically while the table turns around its center controlled by computer. Image points and lines are obtained by LSTM simultaneously with image acquiring. Then 3D wire frame model of the part is reconstructed with hybrid point-line photogrammetry. Afterwards, circles, connected arcs and lines are reconstructed by direct object space solution. Finally, measurements can be done automatically or interactively.

### 4.2. Real data experiments

The measurement system has been tested with real image data of many sheetmetal parts taken by a pre-calibrated CCD camera [19]. Experiments of two parts both with the dimension of about 150 mm will be presented in the following. The part to be reconstructed is put on the center of the planar grid, which is fixed on the turntable. The CCD camera is fixed on a tripod with a distance of about 600 mm to the part. One image of each part is shown in Fig. 10. To get a general idea of how many images are needed for 3 D reconstruction, a sequence with 50 images for part one is taken with equal angle intervals, while 25 images is taken for part two. Image matching is made simultaneously with image acquiring. Grid points are detected as the intersection of two line segments fitted to each corner. Lines are obtained by LSTM with initial values projected by the CAD data and the camera parameters


Fig. 10. One image for each part to be measured.
provided by the grid. There are inevitably many occlusions during line template matching since the industrial part is three-dimensional. Fortunately, the initial model of the part and the camera parameters of each image are known. So while the initial model is projected onto the image, visible and invisible lines can be determined by occlusion analysis, which is well-known in Computer Graphics [2]. For lines that are not visible in the image are removed before image matching to avoid mismatches.

White lines in Fig. 10 are the matched lines of parts. There is nearly no mismatch for points of the grid. But for parts that are very thin or with shadows in the nearby, there maybe some mismatched lines. Most of them can be successfully removed with Trifocal Tensor [8] computed with known camera parameters. The remained mismatches can be eliminated by the followed iterative least squares bundle adjustment during reconstruction by blunder (outlier) detection techniques that are very popular in Photogrammetry and Computer Vision [15,17].

The system can generate a final CAD model for each industrial part within 3 min (including the image acquiring) in a PIV personal computer. To evaluate the relationship between the image number involved and the precision of reconstruction, 50 images and 25 images (every two of the 50 images) are used to reconstruct part one, while all the 25 images are used to reconstruct part two. Reconstructed models of the two parts are displayed with OpenGL, Fig. 11A is the 3D model of part one reconstructed with 50 images. Fig. 11B is the 3D model of part two reconstructed with 25 images. These 3D models can be used to measure the producing imprecision (or deformation) either automatically or interactively.

To evaluate the precision of the reconstruction and measurement system, 25 distances between lines and planes of part one are measured by callipers and compared with that computed by the reconstructed CAD model. The distance between a line and a plane is defined as the mean of two distances from the two end points of a line to the plane determined by all points in it. Coordinates of all points are obtained from the reconstructed CAD model. Distances between lines, and planes are defined in a similar way. "Producing imprecision" means distances between lines, planes or line to plane measured by callipers subtracting the corresponding distances obtained from the CAD data. "Computed imprecision" means distances computed with the reconstructed CAD model subtracting the corresponding designed distances.

Figs. 12A and 12B show the measuring results of part one reconstructed with 50 and 25 images, respectively. It is very clear that the two measuring results are nearly identical. It can also be seen from Fig. 12 that the largest "producing imprecision" of the part is about 0.5 mm , i.e., the maximum difference between the real part and the designed CAD model is 0.5 mm . Note that all imprecision larger than 0.1 mm can be accurately detected by the proposed system. The RMS error of deviations between the measured and computed distances is both 0.069 mm for part


Fig. 11. Reconstructed 3D view of the two parts.


Fig. 12. Measuring results of part one with $50(\mathrm{~A})$ and $25(\mathrm{~B})$ images.
one either with 50 or 25 images. It means that 25 images are enough to reconstruct this kind of sheetmetal parts. This is the reason that only 25 images are taken for part two.

Measuring results with 25 distances of part two is shown in Fig. 13. Measured distances of part two are very close to


Fig. 13. Measuring results of part two.
that of the CAD data, i.e., the producing imprecision is nearly zero. Deviation of computed imprecision shows a well normal distribution. RMS error of deviation is 0.067 mm for the part.

The relative precision, which can be calculated as the ratio of RMS against the distance between the camera and the part, are both higher than $1 / 8500(0.069 \mathrm{~mm} /$ $600 \mathrm{~mm}=1 / 8700$ ) for the two parts, which shows the precision of the proposed system when manually measured distances are treated as errorless. Actually, distances measured by callipers cannot be errorless. The precision of callipers is usually 0.02 mm . From the law of covariance propagation $[15,17]$, we have $\sqrt{0.069^{2}-0.02^{2}}=0.0687$. So precision of the proposed system should be higher than 1/8000.

Other three sheetmetal parts with dimension of about 102,98 , and 100 mm have also been used for experiments. Experimental configurations are exactly the same as the two parts already discussed. Three designed distances between two planes of the three parts (one distance for each part) are all 100 mm , as listed in the first column of Table 1. The measured distances by our system are shown in the second column. Actually, as shown in the third column, the real distances are approximately 102,98 , and 100 mm , respectively. As can be seen from the fourth column, although the producing imprecision are nearly 2 mm , the maximum difference between the measured and computed distances is about 0.06 mm .

Three designed angles between two planes of the three parts (one angle for each part) are all $90^{\circ}$ (first column of Table 2), while actually they are about $92^{\circ}, 88^{\circ}$, and $90^{\circ}$, respectively (third column). When compared with the measured angles shown in the second column, differences are well below $0.1^{\circ}$.

The proposed circle reconstruction approach is also tested with several real image data. Fig. 14A shows two projections of a circle with CAD data and camera

Table 1
Results of distances of the three parts (mm)

| Designed | Measured | True | Difference |
| :--- | ---: | ---: | ---: |
| 100.000 | 101.8704 | 101.8083 | 0.0621 |
| 100.000 | 97.9202 | 97.8733 | 0.0469 |
| 100.000 | 99.9311 | 99.9867 | -0.0556 |

Table 2
Results of angles of the three parts (degree)

| Designed | Measured | True | Difference |
| :--- | :--- | :--- | :--- |
| 90.000 | 88.1491 | 88.2044 | -0.0553 |
| 90.000 | 92.0371 | 91.9765 | -0.0605 |
| 90.000 | 89.6530 | 89.6733 | -0.0203 |



Fig. 14. Initial (A) and reconstructed; (B) projections of a circle.
parameters obtained from hybrid point-line photogrammetry. As can be seen, there are many rusts on the circle. The reconstructed projections (Fig. 14B) are well fitted with actual image ones. The diameter of reconstructed circle is 9.948 mm , very close to the real value 10.00 mm measured by callipers.

Fig. 15A shows the initial projections in 2 images of 4 arcs and 4 lines connected to each other. The length of the shorter line segments is only about 12 pixels in the image, and even a few pixels for the arcs. It is very difficult to reconstruct with common strategies because it is very small in the image. But for the proposed technique of object space solution with geometric constraints, they can be reconstructed successfully and stably. High precision image matching technique and geometric constraint among components is the biggest contribution to reconstruct this kind of entities. The projection of reconstructed model is also well fitted to images (Fig. 15B).

As can be seen, the precision of our system is higher than that of [11], which can achieve a precision of 0.1 mm within an planar area of $80 \mathrm{~mm} \times 80 \mathrm{~mm}$. What most important is that our system can generate 3D model of industrial parts without attaching any marks. The hardware configuration is also cheaper. Furthermore, there are seldom publications or systems that can reconstruct circles, connected arcs and lines without attaching any marks on the surface.


Fig. 15. Initial (A) and reconstructed; (B) projections of connected arcs and lines.

## 5. Conclusions

An effective approach for 3D reconstruction and measurement of industrial parts mainly composed of line segments, circles, connected arcs and lines with non-metric image sequence and CAD data is proposed. The wire frame model can be accurately reconstructed with hybrid pointline photogrammetry. Circles, arcs, and lines connected to each other are successfully reconstructed by 1D point template matching and direct object solution with known camera parameters from hybrid adjustment.

Experiments of real images are very satisfying. The relative precision is higher than $1 / 8000$, and all imprecision larger than 0.1 mm can be detected accurately. The proposed technique of reconstruction and measurement also has the advantages of low cost of hardware and fully automatic. It is promising in automatic 3D reconstruction and measurement of industrial parts mainly composed of lines, circles, connected arcs and lines.

However, the proposed system still requires further improvements. Relation between illumination condition and precision of measurement has to be analysed. More investigations will be done to obtain best image number for sheetmetal parts with different complexity. The contribution of one more cameras integrated into the proposed system besides the camera already used also need to be performed in the near future.
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